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EFFICIENT HANDOVER OF MEDIA
COMMUNICATIONS IN HETEROGENEOUS
IP NETWORKS

CROSS REFERENCE TO RELATED
APPLICATION

The present application is continuation of U.S. patent
application Ser. No. 13/928,572, filed on Jun. 27, 2013, and
entitled “Efficient Handover of Media Communications in
Heterogeneous IP Networks,” which is a continuation of U.S.
patent application Ser. No. 13/423,225 (now U.S. Pat. No.
8,498,269), filed on Mar. 18, 2012, and entitled “Efficient
Handover of Media Communications in Heterogeneous IP
Networks,” which is a continuation of U.S. patent application
Ser. No. 12/120,940 (now U.S. Pat. No. 8,165,090), filed on
May 15, 2008, and entitled “Efficient Handover of Media
Communications in Heterogeneous IP Networks,” all of
which are herein incorporated by reference as if fully set forth
in this description.

BACKGROUND

1. Technical Field

The present methods and systems relate to media commu-
nications such as voice or video over packet-switched net-
works and, more particularly, to efficient methods and sys-
tems for handover of active media sessions when mobile
devices move between heterogeneous Internet Protocol (IP)
networks.

2. Description of Related Art

The use of public packet-switched networks for voice and
video communications is expected to continue to rapidly
grow. “Internet telephony” is one example of packet-switched
telephony. In packet-switched telephony, a packet-switched
network such as the Internet serves as a transportation
medium for packets carrying data for voice, video, or other
media such as music. Voice-over-Internet-Protocol (VoIP) is
one example ofa collection of standards and protocols used to
support voice or video communications over packet-switched
networks such as the Internet. Others have been developed as
well, including proprietary protocols such as Skype®. A com-
mon Internet-telephony scheme involves a computer or other
device that is capable of connecting to the Internet, transmit-
ting voice or video to a second device such as a gateway,
another mobile device, or another computer.

A long-term, planned evolution of existing mobile net-
works worldwide is to migrate the underlying mobile network
protocols and systems from a traditional circuit-switched
architecture for voice services to a packet-switched architec-
ture that is based on IP standards. Prominent examples
include the 3GPP (3rd Generation Partnership Project) con-
sortium’s announced “Long-Term Evolution” (LTE) stan-
dards as well as the Institute of Electrical and Electronic
Engineers’ (IEEE) mobile WiMax standards (802.16 or
802.20) and subsequent versions. Although these standards
continue to evolve, a common expected feature is that the
underlying networks will remain packet switched and based
on IP standards such as IPv4 and IPv6. With these next-
generation networks, voice, video, or other media is transmit-
ted over the IP network provided by the mobile operator or
wireless Internet Service Provider (ISP). Media sessions such
as voice calls can be managed by protocols such as the Ses-
sion Initiation Protocol (SIP), and these protocols generally
operate at the application layer of the Open Systems Inter-
connection (OSI) stack. The IP Multimedia Subsystem (IMS)
as specified by 3GPP is another example of next-generation
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mobile-network technology that implements voice calls via
application-layer software to manage media sessions.

Numerous benefits may be realized through the use of
packet-switched telephony based on IP standards for mobile
networks. First, mobile operators would like to provide
access data services such as web-browsing, e-mail, or video
through the mobile device, and these services are frequently
provided through standard Internet protocols such as Hyper-
text Transfer Protocol (HTTP) for web browsing, Simple
Mail Transfer Protocol (SMTP) for e-mail, or Real-Time
Streaming Protocol (RTSP) for video. Thus, mobile network
operators may efficiently support many data services through
the deployment of an IP network and by assigning IP
addresses to mobile devices. With an efficient IP network, the
traditional circuit-switched network becomes redundant, and
the mobile operator can lower costs and simplify operations
by managing a single IP network instead of both an IP net-
work and a circuit-switched network.

Further, voice services worldwide are migrating to IP net-
works, and the International Telecommunications Union
(ITU) projected that nearly 50% of all international phone
calls were carried by VoIP in 2007. As the corresponding
endpoints for telephone calls or media sessions are increas-
ingly located on IP networks, the most efficient method for
connecting calls should be to keep the call control and media
on the Internet when possible, as opposed to (i) transferring
calls to a circuit-switched network such as the traditional
Public Switched Telephone Network (PSTN) and then (ii)
transferring the call back to the Internet in order to reach
another endpoint that is also connected to the Internet. Also,
keeping the VoIP telephone calls from mobile devices
natively on the Internet can reduce costs, since traditional
per-minute charges for connecting phone calls with the
legacy PSTN can be bypassed.

Although the implementation of an underlying IP network
for all mobile services provides the significant benefits noted
above, several important new challenges are created. An
important class of problems relates to handover of active
media sessions such as voice calls when the mobile device
moves through the mobile network or between different net-
works. A significant focus of the various wireless Wide Area
Network (WAN) standards such as 802.11e and 802.20 per-
tains to keeping an IP address bound to the mobile device or
Media Access Control (MAC) address, even if the mobile
device changes base stations due to movement such as driving
inacar.

Traditional VoIP protocols such as SIP, Extensible Mes-
saging and Presence Protocol (XMPP), H.323, Media Gate-
way Control Protocol (MCGP), or Inter-Asterisk Exchange
(IAX2), as well as current implementations of proprietary
protocols such as Skype®, were originally designed when
almost all devices with IP addresses could reasonably be
expected to keep the same 1P address for the duration of a
media session. Further, active sessions in many applications
that implement transmission control protocol (TCP) were
also not designed for the IP address to change during the
session, such as Secure Shell (SSH) or File Transfer Protocol
(FTP). Consequently, mobile operators and users may prefer
for the IP address of the mobile device to not change during
active sessions, and next generation mobile networks using
protocols such as WiMax and LTE are generally designed to
minimize the change of IP addresses assigned to a given
device.

For voice services, changing the IP address during an
active call can result in noticeable gaps or delay in the audio
for both sides, especially when the IP address is changed as
the subscriber moves between completely different networks,
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such as from a macro-cellular WiMax network to a WiFi
(802.11) network in a building. Such a change in IP addresses
for the mobile device could be a likely scenario when the
subscriber walks into an office building from the street, for
example, where a superior connection to the Internet is pro-
vided through a local WiFi connection instead of a wide area
WiMax connection.

What is needed in the art are techniques for seamless han-
dover of the active telephone call when the preferred IP
address of the mobile device changes, such that potential gaps
or distortion of audio are minimized, in order to efficiently
maintain “peer-to-peer” communication with a correspond-
ing node. What is also needed in the art is the avoidance of a
disconnected call upon an IP address change, which would
require the user to place a second call to continue the conver-
sation. When the Internet connectivity for the example WiFi
network is provided by an ISP that is a different entity from
the mobile operator, the two subnets of the public Internet are
commonly referred to as “heterogeneous™ networks, in that
they may be separately-managed subnets of the public Inter-
net.

Under the above scenario of handing over an active media
session such as a voice call when a mobile device acquires a
new preferred IP address for communication, a need in the art
exists to solve the significant class of problems introduced by
various types of proxy servers, firewalls, and application-
layer gateways that may operate on the Internet between a
mobile device and a corresponding node. The handover of an
active call between heterogeneous networks is also referred to
as “vertical handover”. For example, an Application Layer
Gateway (ALG), managed by the mobile operator, located
between the mobile network and the public Internet may both
(1) compress IP headers and also (ii) perform firewall func-
tions, but an ALG may not be present when the mobile device
connects to the Internet via WiFi.

Although applications such as VoIP or web browsing oper-
ating on a mobile device may prefer to keep the same IP
address active during a session under normal circumstances,
there are many instances when routing the packets through a
new or different IP address on the mobile device (MD) may be
preferred in order to provide the superior service to the sub-
scriber. A mobile device that provides services through Inter-
net protocols will generally prefer a link-layer connection
that provides higher signal-to-noise ratios, lower power
requirements, lower costs for the [P connectivity, and/or other
benefits. When the mobile device is in the proximity of an
802.11 access point, connecting to the Internet through the
802.11 access point instead of the macro-cellular network
may be preferred.

In addition, WiFitechnology is currently widely deployed,
and the number of access points globally is expected to con-
tinue to increase. For example, the market research firm In-
Stat estimated 213 million Wi-Fi chipsets shipped out world-
wide in 2006, representing a 32% growth rate over 2005.
When (i) a subscriber places a telephone call on a mobile
device that connects to the Internet through WiFi, such as at
the subscriber’s home or office, and then (ii) the subscriber
moves out of WiFi range by leaving the premises, and the
macro-cellular network begins providing IP connectivity, the
underlying IP address ofthe mobile device will likely change.
There could also likely be a period of time when both the IP
address from the WiFi network and the IP address from the
wireless wide area network (WAN) are available and active.

Similarly, superior connectivity to the mobile device may
be delivered by changing from the macro-cellular network to
WiFi. For example, if a macro-cellular WiMax network is
provided through the 2.50-2.69 GHz frequency bands identi-
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fied in the ITU WRC-2000 recommendations, the macro-
cellular network signal may be degraded by building walls,
and an improved connection for the device could be obtained
by switching the IP connectivity for the mobile device from
the macro-cellular network to WiFi when a subscriber walks
inside a building with WiFi access. In some instances, the
quality of the macro-cellular connection could degrade to the
point where it is unusable while WiFi connectivity is strong,
such as if the subscriber moves into the basement of'a building
in close proximity to a WiFi base station. In this example
scenario, there exists a need in the art to change the IP address
that the mobile device utilizes for communicating with a
corresponding node as rapidly as possible through minimiz-
ing requirements for call-control signaling, as the preferred
routing of both inbound and outbound packets is changed
from the macro network to WiFi.

There may be a period of time when both IP addresses are
active and available to applications simultaneously on the
mobile device, and a need exists in the art to support “make
before break™ handover. There exists a need in the art to
support handover between WiFi and macro-cellular networks
that implement VoIP for telephone calls in order to provide
significant benefits to the mobile operator and subscriber
through increased network coverage. There is also a need in
the art for efficient handover techniques that will reduce the
potential for dropped media packets or increased jitter in a
manner that requires minimal additional servers or processes
for the mobile network or communications service provider
to manage. A need exists in the art to perform the handover in
a rapid manner.

The IP address of the mobile device may also change when
the subscriber moves between separate mobile operator net-
works that both provide IP connectivity, analogous to roam-
ing in traditional 2G and 3G mobile networks. A need exists
in the art to properly execute the handover when the preferred
IP address changes, thus allowing an “all IP” network infra-
structure to keep active telephone calls from being discon-
nected, even though the subscriber moves between com-
pletely-separate networks. In legacy mobile networks such as
those with GSM 2G technology, a subscriber’s telephone call
will generally not remain active if, for example, a T-Mobile®
subscriber moves from a location serviced by T-Mobile® to a
location serviced by AT&T® (and not by T-Mobile®), even
though AT&T® and T-Mobile® may have roaming agree-
ments that allow idle handovers.

The handover of active calls between heterogeneous GSM
2G networks may not be commonly supported because the
roaming agreements and the implementation of GSM proto-
cols may not support roaming where calls stay active even
though the subscriber moves to a completely-separate net-
work. In contrast, the WiMax specification generally assumes
voice and other media services are managed at the application
layer of the traditional OSI stack. For example, two separate
networks such as Clearwire® or NextWave® may provide
mobile services through WiMax. If a subscriber belonging to
the Clearwire® network moves from a location serviced by
Clearwire® to a location serviced by NextWave® (but not
Clearwire®), the IP address of the mobile device will likely
change. There exists a need in the art for seamless handover of
an active telephone call or other media sessions, even though
the subscriber has moved between the two heterogeneous
IP-based mobile networks, also known as making a vertical
handover.

A need exists in the art for the vertical handover to be
managed at the application layer of the OSI stack. Next-
generation mobile networks generally assume voice services
are transmitted through VoIP and managed at the application
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layer. This network architecture provides significant oppor-
tunities for companies managed independently of the mobile
network operators, such as Skype®, Google®, Yahoo®, or
Truphone® to provide voice, video, or other media services.
These and similar companies may offer end users a commu-
nications service. The communications service could be
delivered through software programs operating on a mobile
device and may have access to the Internet via the mobile
operator’s data network.

However, the software programs may not have control over
low-level functions such as managing the MAC address or
associating the mobile device with a particular base station.
What is needed in the art are efficient methods and systems to
support active call handover for communications services, as
the mobile device moves between heterogeneous IP net-
works. There exists a need in the art for software programs to
(1) detect new IP addresses becoming available on the mobile
device and (ii) monitor the quality of the links to decide that
a handover is desirable, and (iii) execute the handover as
efficiently as possible. Thus, there exists a need in the art for
seamless handover to be managed via software operating as
an application on the mobile device.

In addition, a need exists in the art for the proper manage-
ment of the jitter buffer in anticipation of call handover, such
as a sudden change in jitter upon handover. A need exists in
the art for handover to adequately support media control
protocols that may operate on a separate port than media, such
as the Real-Time Control Protocol (RTCP) or Secure Real-
Time Control Protocol (SRTCP). Media control protocols can
be helpful for monitoring quality and reporting back to the
originating device of a media stream about the attributes of
media received at a corresponding node. A need exists to
provide feedback to a node through media control channels,
allowing the node to introduce additional channel coding in
the media, for example, if excessive bit errors are observed on
the receiving side.

A further need exists, in the case where packet loss is
observed on the terminating side, to provide feedback to the
originating device in order to implement forward error cor-
rection (FEC) codes such as packet duplication, or switch to
a different, more frame-independent codec such as switching
from G.729b to the Internet Low-Bandwidth Codec (iL.BC).
A need exists in the art to efficiently handover media control
messages from a receiving device to a transmitting device in
order to quickly evaluate quality of media during handover
and determine if the handover is successful or complete. And
other needs exist in the art as well, as the list recited above is
not meant to be exhaustive but rather illustrative.

SUMMARY

Methods and systems are provided for handover of active
media sessions such as telephone calls as a mobile device
moves between heterogeneous IP networks. An objective of
the invention is to address the challenges noted above for
vertical handover of a media session with a mobile device,
while also providing desirable results, such as reducing com-
plexity and increasing speed and/or efficiency.

A media session between a mobile device at a first IP
address and a corresponding node can consist of a first media
stream transmitted by the mobile device and a second media
stream transmitted by the corresponding node. The mobile
device or the corresponding node may transmit or receive
packets through a NAT router in a first media session. The
NAT may also translate ports in addition to addresses. The
media session may optionally include a media control chan-
nel to provide feedback from the receiving node to the trans-
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mitting node regarding the quality of media received. The
media control channel could be implemented through stan-
dard methods such as RTCP, SRTCP, or proprietary tech-
niques. The media control channel could also consist of non-
media packets or non-media information inserted within a
media stream.

The mobile device can acquire a new IP address, represent-
ing a connection through a second network, while the media
session is active. The new IP address may belong to a network
that is managed by a different operating entity than the net-
work providing Internet access from the subnet via which the
first media stream is transmitted by the mobile device and the
second media stream is received by the mobile device. [Pv4,
IPv6, or future revisions of these packet-switched addressing
schemes could be the type of addresses assigned to either or
both of the mobile device and the corresponding node. The
routing of packets from the new IP address may also be
through a NAT router. The mobile device or a software routine
operating on the mobile device can determine that handover
of'the media session to the new IP address is preferred, based
on the relative performance of the network providing the first
IP address and the network providing the second IP address.

In one exemplary embodiment, (i) a first media stream is
sent from a mobile device assigned a first IP address to a
corresponding node and (ii) a second media stream is sent
from the corresponding node to the mobile device at the first
IP address. The mobile device can acquire a second, new IP
address with connection to the public Internet provided
through a NAT router, and the corresponding node has either
(1) an IP address that is publicly routable or (ii) an IP address
with a connection to the public Internet provided through a
full cone NAT router. When the mobile device acquires the
second IP address, the mobile device may begin sending a
third media stream to the corresponding node, wherein the
first and third media streams may also be transmitted concur-
rently. The first and third media stream can represent separate
communication channels for media transmitted from the
mobile device to the corresponding node. The destination IP
address and port for the third media stream can be the same
destination IP address and port associated with the first media
stream. The mobile device may indicate to the corresponding
node that a handover is taking place by (i) transmitting a
call-control message to indicate the handover to the corre-
sponding node or (ii) transmitting a message inserted into the
first or third media streams directly; alternatively, the pres-
ence of the third media stream may serve as a signal to the
corresponding node that a handover is taking place.

The corresponding node can observe the source IP address
and port for the third media stream, which would likely be
different than the source IP address and port implemented by
the mobile device at the second IP address, if the mobile
device transmits packets through a NAT router. The corre-
sponding node can transmit a fourth media stream to the
mobile device, and the destination IP address and port for
packets in the fourth media stream can be the source IP
address and port observed by the corresponding node in the
third media stream. In this manner, the fourth media stream
can properly traverse the NAT router serving the mobile
device at the second IP address without previously requiring
the mobile device to (i) transmit probes through the NAT
router, (ii) discover external port bindings and IP address, and
(iii) communicate those ports and IP address to the corre-
sponding node via a call-control message. Each of these steps
would consume valuable time during a handover process.

In addition, the source IP address and port implemented in
the fourth media stream transmitted by the corresponding
node can be the IP address and port used by the corresponding
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node to receive both the first and third media streams. The use
of'the same IP address and port as the source address/port for
transmission of the fourth media stream, representing the IP
address and port where the corresponding node receives the
first and third media streams, may more readily address NATs
in front of both the mobile device and the corresponding node.
The corresponding node may transmit the second and fourth
media stream concurrently.

During handover, the mobile device can monitor both the
first IP address for receipt of the second media stream and the
second IP address for receipt of the fourth media stream. A
second media control channel can be subsequently and
optionally implemented for the third and fourth media
streams to provide feedback information to each transmitting
node about the quality of information received. After a period
of time when both the third and fourth media streams are
successfully implemented, either the mobile device or corre-
sponding node may signal the handover is complete and the
first and second media streams can be terminated. The media
session, now consisting of the third and fourth media streams,
can continue, and the mobile device can subsequently moni-
tor network connections to determine if another handover is
preferred.

In exemplary preferred embodiments, the media session
and handover can be managed through a software program
operating on the mobile device. A user may access a commu-
nications service that supports media on a mobile device,
such as voice calls to telephone numbers, generally free
“peer-to-peer” calling to other devices with Internet access, or
video services. A software program operating at the corre-
sponding node could be compatible with the software pro-
gram on the mobile device. For example, both the mobile
device and corresponding node can operate compatible soft-
ware such as Skype®, GoogleTalk®, compatible SIP clients,
or similar software. The software operating at the mobile
device and the corresponding node may communicate call
control through one or several proxy servers in order to estab-
lish the first media session. A software routine may monitor
the quality of network connections for the mobile device and
predict that a different network connection will be superior
for communication in the future. The software operating on
the mobile device may include a handover-predictive jitter
buffer, such that when the software routine determines a
future handover is preferred, a jitter buffer in the mobile
device implemented for the receipt of media can be increased
before handover and subsequently decreased after handover.

These as well as other aspects and advantages will become
apparent to those of ordinary skill in the art by reading the
following detailed description, with reference where appro-
priate to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Various exemplary embodiments are described herein with
reference to the following drawings, wherein like numerals
denote like entities.

FIG. 1 is a graphical illustration of an exemplary system,
where media is transmitted and received by a mobile device
and a corresponding node before handover according to one
exemplary embodiment of the invention.

FIG. 2a is a graphical illustration of software and hardware
components for a mobile device and a corresponding node.

FIG. 2b is a graphical illustration of an exemplary call-
control channel between a mobile device and a corresponding
node.

FIG. 2¢ is a graphical illustration of an exemplary system
where a node can determine the presence and type of NAT.
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FIG. 3 is a graphical illustration of an exemplary system
where the mobile device acquires a second IP address asso-
ciated with a NAT router and the mobile device begins trans-
mitting media from the second IP address during handover.

FIG. 4 is a graphical illustration of an exemplary system
where the mobile device and corresponding node transmit
and receive media during handover according to an exem-
plary embodiment.

FIG. 5 is a graphical illustration of an exemplary system
where the mobile device and corresponding node transmit
and receive media and a media control channel upon comple-
tion of a handover according to an exemplary embodiment.

FIG. 6 is a simplified flow chart for exemplary handover
procedures according to an exemplary embodiment.

FIG. 7 is a simplified message flow diagram illustrating the
handover call-control messages and media flow between the
mobile device and corresponding node according to an exem-
plary embodiment.

FIG. 8ais a simplified tabular summary illustrating packet-
receipt timings and jitter-buffer settings during handover for
amobile device according to an exemplary preferred embodi-
ment.

FIG. 86 is a flow chart illustrating exemplary steps for a
software routine to monitor the trend in the quality of network
connections and to determine that a handover is preferred.

FIG. 9 is a graphical illustration of an exemplary system
where the mobile device initiates handover, where the corre-
sponding node accesses the public Internet through a full
cone NAT router, according to an exemplary embodiment.

FIG. 10 is a graphical illustration of an exemplary system
where the mobile device and corresponding node transmit
and receive media upon completion of handover and the
corresponding node connects to the Internet through a full
cone NAT router, according to an exemplary embodiment.

FIG. 11 is simplified tabular summary illustrating the
source and destination IP addresses for media and media
control packets transmitted and received during handover
process according to an exemplary embodiment.

FIG. 12 is a graphical illustration of an exemplary system
where the mobile device performs handover between two
heterogeneous mobile networks according to an exemplary
embodiment.

FIG. 13 is a flow chart illustrating exemplary steps for a
mobile device to perform handover between heterogeneous
IP networks.

FIG. 14 is a graphical illustration of an exemplary system
where the corresponding node performs as a relay to a termi-
nating node, according to an exemplary embodiment.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS OF THE INVENTION

1.FIG. 1

FIG. 1 is a graphical illustration of an exemplary system,
where media is transmitted and received by a mobile device
and a corresponding node before handover according to one
exemplary embodiment of the invention. The system 100
includes a mobile device (MD) 101 operating within a mobile
network (MN) 102. MD 101 preferably is associated with an
IP address 103 and can communicate through radio-fre-
quency spectrum and may implement Internet protocols.
Although an IPv4 address is shown for MD 101, the MN 102
could implement IPv6, combinations of IPv4 and IPv6, or a
similar packet-switched addressing scheme.

Many methods are available for associating an IP address
103 with MD 101. For example, a particular MAC address
assigned to hardware within MD 101 can be temporarily
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assigned an [P address through methods such as Dynamic
Host Configuration Protocol (DHCP) for a wireless local area
network (WLAN). Alternatively, MD 101 can be associated
with an IP address via a Packet Data Protocol (PDP) Context
Activation for General Packet Radio Service (GPRS) net-
works and subsequent standards. Other standards-based
methods for a MD 101 to acquire an IP address are available
as well. Alternatively, the IP address 103 could be entered by
the end user or permanently assigned to the device, similar to
the International Mobile Equipment Identity (IMEI) number
assigned to devices according to 3GPP standards. The spe-
cific IP address numbers shown in FIG. 1 and subsequent
figures are for illustration purposes, and other IP addresses
could be implemented on each appropriate element.

MD 101 may have a software program operating on the
device to manage voice, video, or other streaming communi-
cations, and the software program may interface with a user
for entering telephone numbers, names, e-mail addresses, or
other user IDs with which a user may wish to communicate.
The software program may be embedded within the device,
such as included within the MD 101 operating system or chip
set, or may be a separate application downloaded and
installed by the end user. MD 101 may be a mobile phone
handset, a laptop computer, a PDA, a tracking device associ-
ated with a physical object such as a vehicle, or similar
devices that operate software programs and communicate
within radio-frequency spectrum. Actions performed by MD
101, such as (i) acquiring IP addresses, (ii) establishing media
sessions, and (iii) similar functionality, may be implemented
in software operating on MD 101. In addition, MD 101 may
have several software programs operating on the device to
manage media communications.

The mobile network 102 can provide service to the MD 101
as the user moves within a wide geographical region, such as
throughout a city or state. The user may sign up for a com-
munications service that provides services over the Internet,
such as paid calling to telephone numbers, free calling to
other users on the same communications service, streaming
music and video, or discounted calling to telephone numbers
through the display of advertisements on the mobile device’s
screen, among many other examples. The communications
service may be provided by a different company than the
company operating the mobile network, analogous to using
Skype®, Google Talk®, or MSN Messenger® through a
broadband connection provided by an ISP. Alternatively, the
communications service may be offered by the mobile net-
work operator, similar to traditional mobile voice and data
services when a user signs up with communications services
such as Verizon®, T-Mobile®, or AT&T Mobility®.

In addition, the communications service may be a service
provided by a mobile virtual network operator (MVNO),
which may purchase services on a wholesale basis from a
mobile network operator and sell services under their own
brand; an example of this type of communications service
would be with Helio®, which is currently associated with the
AT&T® network. In order to access a communications ser-
vice, a user could either agree to a contract or click on a form
to accept a user agreement. The communications service may
also have branding information displayed to the user, such as
having a logo displayed on a handset screen or printed on the
device. The communications service may include software
that operates on the mobile device, or a software program that
can be downloaded to the mobile device.

Base Station 104 can connect MD 101 to MN 102 via radio
communications. Although a single base station is shown,
MD 101 may communicate with multiple base stations. MN
102 may implement a NAT router associated with the mobile
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10
network, such as MN NAT 105, to connect to the public
Internet 106. The NAT router 105 may provide multiple func-
tions including (i) providing a private network internal to the
mobile operator, (ii) acting as a firewall between mobile
devices and the public Internet for enhanced security within
the MN 102, (iii) converting packets between IPv4 and IPv6,
and/or (iv) operating as an application-layer gateway (ALG).
The application-layer-gateway functionality may be useful
for managing communication between mobile devices within
MN 102 and external hosts, such as managing ports or call
control in SIP-based VoIP calls from mobile devices to exter-
nal SIP-compatible hosts or devices with connectivity
through the public Internet 106.

IfIPv6 is implemented within MN 102, MN NAT 105 may
be required in order to translate to IPv4 packets for commu-
nication with IPv4 hosts or other IPv4 clients with connec-
tivity through the public Internet 106. The NAT router 105
may optionally be omitted, or may be located elsewhere on
the Internet. If NAT router 105 is omitted, then publicly-
routable IP addresses could be assigned to a mobile device
101 within mobile network 102. NAT router 105, if imple-
mented, generally performs both address translation and port
translation, which may also be referred to as “NATP”.

The MN 102 may also optionally implement IP header
compression 107 in order to conserve radio-frequency band-
width. Header compression 107 could compress the IP, UDP,
and RTP headers in media packets. IP address 103 is shown
without header compression. MN 102 is a simplified repre-
sentation, and MN 102 may contain multiple servers and
elements such as base station controllers, routers, NAT rout-
ers, authentication servers, and gateways, among other ele-
ments. In addition, a plurality of mobile devices may access
the Internet via MN 102.

A corresponding node 108 (CN) has connectivity to the
public Internet 106. CN 108 may be another mobile device, an
IP phone, an analog telephone adapter, a gateway to the
Public Switched Telephone Network (PSTN) such as a Cisco
AS-5400, a personal computer running a software program
for voice or video communications, a server providing fea-
tures such as voice mail, a server transmitting streaming video
such as a television broadcast, or any other device capable of
implementing Internet protocols and communicating media
with MD 101. CN 108 is preferably an endpoint where media
is encoded and decoded and that also implements a codec,
some example endpoints being (i) a mobile device that con-
verts digital audio to an analog form for comprehension by a
second user, (i) a camera connected to the Internet that trans-
mits video, and (iii) a server where voice or video is stored for
later playback.

CN 108 may also be a computing device running a software
program implementing the same protocols as MD 101 to
provide “peer-to-peer” communications such as Skype®,
Google Talk®, Yahoo Instant Messenger®, MSN Instant
Messenger®, AOL Instant Messenger®, or similar programs.
CN 108 and MD 101 may implement different protocols, ifa
server (not shown) between them performs proper transla-
tion. In addition, CN 108 could be a relay, proxy server, or
session border controller for communication with MD 101,
such as providing a public IP address for MD 101 to route
packets to a terminating node (not shown). This terminating
node could also be one of the many types of corresponding
nodes described above, if the CN 108 illustrated in system
100 is a relay.

As illustrated in system 100, MD 101 and CN 108 have
established a media session, and the media session could be a
telephone call, a video call, or streaming music from an
Internet radio station, for example. The media session may be
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implemented through standards-based protocols such as SIP,
TAX2, MGCP, XMPP, or similar standards. The media ses-
sion may also be implemented through protocols managed by
third parties such as Skype®, Cisco’s Skinny®, or other
protocols capable of establishing media communication
between endpoints having Internet connectivity.

The media session may consist of a first media stream 109
(MS 1) transmitted from MD 101 to CN 108 and a second
media stream 110 (MS 2) received by MD 101 and transmit-
ted from CN 108. A media stream may constitute a series of
packets containing digitized media that are transmitted from
a sending node to a receiving node. A media stream may be
differentiated from another media stream by observing the
source [P:port (i.e. IP address and port number) and destina-
tion IP:port within packet headers for packets contained in the
media stream, as the packets traverse the Public Internet 106.
For example, in system 100 illustrated in FIG. 1, a packet
contained in MS 1 109 on the public Internet 106 may (i) have
the IP address 216.52.163.10 as the source IP address and
22334 as the source port and (ii) have the IP address
68.25.213 .4 as the destination IP address and 33224 as the
destination port.

MS 1 109 and MS 2 110 may consist of voice digitized or
compressed with a codec such as AMR (adaptive multi-rate),
GSM-EFR (Global System for Mobile Communications
Enhanced Full Rate), iLBC (Internet Low Bandwidth
Codec), VMR (Variable Multi Rate), G.711, or some other
codec, and the media may be encapsulated within packets
formatted according to the User Datagram Protocol (UDP),
Transmission Control Protocol (TCP), or similar or subse-
quent standards. The media streams MS 1 109 and MS 2 110
could also consist of video digitized with a video codec such
as MPEG, H.264, VC-1, or some other video codec, or a
combination of voice and video, and also be transmitted
within UDP or TCP datagrams.

MS 1 and MS 2 may be transmitted according to the Real-
time Transport Protocol (RTP), Secure Real-time Transport
Protocol (SRTP) or other methods that properly sequence the
media for playback at the receiving end. Although the trans-
mission of media via UDP may be preferred, other protocols
could be implemented as well, such as TCP. Note that TCP
could be required for the media if a NAT router or firewall
along the media path blocks UDP packets for example.

The media session consisting of MS 1 and MS 2 may
optionally include a feedback mechanism to each node to
indicate the quality of the media stream at the receiving end,
through implementing a media control protocol. Real-time
Transport Control Protocol (RTCP) stream 2 (111) consists of
packets periodically sent from MD 101 to CN 108 to provide
information such as round-trip delay, packet loss, bit errors,
or jitter for media received in MS 2 110. An example message
would be an RTCP receiver report. Feedback on the quality of
the media transmitted can be useful for improved manage-
ment of mobile-IP links, which naturally incur bit errors and
packet loss as the mobile subscriber moves into areas with
lower-quality coverage from base stations.

Based on the feedback within RTCP stream 2 111, the CN
108 may make adjustments such as implementing forward-
error-correction (FEC) techniques or changing the codec for
transmission of MS 2. Similar adjustments to media transmit-
ted in MS 1 by MD 101 could be made through RTCP stream
1 112. Some examples of feedback mechanisms other than
RTCP include Secure Real-time Transport Control Protocol
(SRTCP), RR JITTER or RR LOSS messages within the
1AX2 protocol, and proprietary methods.

The media control protocol to provide feedback can also be
implemented logically within MS 1 and MS 2, such that
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feedback messages are inserted within the media stream,
which is the case with IAX2 RR JITTER and RR LOSS
messages. SRTCP is associated with SRTP, which allows
encryption of the media for transmission through the public
Internet 106, thereby maintaining confidentiality as the media
passes through routers and hops on the public Internet 106
that are not under the control of either a mobile subscriber,
MN 102, or the user at the corresponding node 108.

The feedback mechanism may be implemented in ways
other than an explicit media control channel such as that
shown in RTCP stream 1 112 and RTCP stream 2 111, such as
using “out of band” signaling through a call-control channel
such as SIP NOTIFY messages, or methods that are not based
on current, widely depolyed IETF RFC standards. The feed-
back mechanism implemented via RTCP stream 1 112 and
RTCP stream 2 111 is not required for useful communication
between MD 101 and CN 108, but may be helpful for man-
aging quality of the media and also managing handovers.

MD 101 preferably transmits and receives media through
the use of specific ports. Inthe exemplary system illustrated in
system 100, IP:port 113 is used by MD 101 for sending media
and IP:port 114 is used by MD 101 for receiving media.
IP:ports 113 and 114 could use the same port number and,
although they are shown as IPv4 addresses, they could also be
IPv6 addresses, or comply with similar packet-switched
addressing schemes. If the MN NAT 105 functions as an
application layer gateway (ALG), with SIP calls for example,
the MN NAT 105 may make adjustments to the Session
Description Protocol (SDP) messages within call-setup
requests, to properly inform the CN 108 of the public IP ports
on the MN NAT 105 for sending or receiving the media
streams.

For the example media session illustrated in system 100,
according to the SIP protocol with RTP media, the ALG
functionality of MN NAT 105 maps packets (a) between
IP:port 113 and IP:port 115 and (b) between IP:port 114 and
IP:port 116. Insertion of IP:port 115 and 116 into the body of
the SDP messages transmitted by MN NAT 105 may be useful
if the MD 101 belongs to a private IP network (i.e. has an IP
address that is not publicly routable), as shown by mobile-
device IP address 103 (10.0.1.123), which is among the IP
addresses that are reserved for private networks according to
IETF RFC 1918, which is hereby incorporated herein by
reference.

If a software program on the MD 101 is operating a proto-
col that is not understood by an application layer gateway
operating on MN NAT 105, such as may be the case with a
proprietary protocol or with encrypted packets, as examples,
the above-described port translation within the body of ses-
sion-description messages at MN NAT 105 may not be pos-
sible by the application layer gateway functionality operating
on MN NAT 105. In this case, IP:ports 113 and 114 may
preferably use the same port and IP:ports 115 and 116 may
also preferably use the same port. IP:port 122 of CN 108
receives media transmitted by MD 101 in MS 1 109, and
IP:port 123 of CN 108 transmits media to MD 101 in MS 2
110. Note that IP:port 122 and IP:port 123 are each an IP
address and port that are associated with the corresponding
node.

Note that, as used herein, one or more IP addresses or
IP-address-and-port pairs (i.e. IP:ports) being “associated
with” an entity (e.g. a mobile device or a corresponding node)
does not necessarily mean that these IP addresses and/or
IP:ports are located at (i.e. assigned to) the entity itself. The
“associated with” language also, however, contemplates an
arrangement where the entity is behind a NAT router and/or
an application layer gateway, which alone or in combination
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would function to associate these IP addresses and/or [P:ports
with the entity. In addition, if the corresponding node is a
relay or a node had a publicly routable IP address, the “asso-
ciated with” language contemplates the IP address and
IP:port also being assigned to the device, for example.

Continuing the discussion of FIG. 1, from the perspective
of MD 101, the IP address and port associated with the cor-
responding node (i.e. IP:port 122) is the proper [P:port on the
public Internet 106 for MD 101 to transmit packets in order to
reach CN 108. If CN 108 has an IP address that is routable on
the public Internet, as illustrated in system 100, then the IP
address associated with CN 108 can also be considered
assigned to CN 108. Conversely, as explained in the preced-
ing paragraph, a public IP address that is associated with a
given node—such as CN 108—may not necessarily be
assigned to the given node, if, for example, the given node
accesses the Internet through a NAT router.

The user operating, owning, or having access to MD 101
may also have an alternate network (AN) 117 that also pro-
vides connectivity to the public Internet 106. AN 117 may be
or include a separate wireless network, such as a WiFi access
point 118 that provides an air interface according to IEEE
802.11 or similar standards. The WiFi access point 118 may
obtain Internet connectivity through an alternate network
NAT router (AN NAT) 119 having a broadband connection
from an Internet Service Provider (ISP) via fixed transmission
media such as one or more of Digital Subscriber Line (DSL),
cable, fixed wireless, fiber optic cables, etc. The ISP may be
an entirely separate entity from the operator of MN 102.

AN 117 may provide superior network connectivity to the
MD 101 when the MD is within proximity of AN 117. The
superior network connectivity would likely take the form of
various combinations of higher signal-to-noise ratios
(SINRs) via stronger signals, lower power requirement, lower
costs for bandwidth, less packet loss, lower delay, fewer bit
errors, greater overall bandwidth, less jitter, enhanced secu-
rity, and/or other benefits.

Since AN 117 likely belongs to a different subnet of the
public Internet 106 than does MN 102, a different IP address
may well be assigned to MD 101 when MD 101 connects to
AN 117. For example, the ISP serving AN 117 could provide
connectivity to the public Internet 106 using a class B or class
C IPv4 address range that is different from the IPv4 address
range belonging to MN 102. Further, the routing of packets
from CN 108 to MD 101 will change when MD 101 is receiv-
ing those packets via AN 117, since the destination of packets
on the public routable Internet 106 would be through the
alternate-network public IP address 120 associated with AN
117.

As stated above, AN 117 may have AN NAT 119 that
converts packets between being addressed using internal, pri-
vate IP addresses within the AN 117 to using addresses
routable on the public Internet 106. AN NAT 119 can be the
default gateway within AN 117, with an example default
gateway IP address 121 shown as 192.168.0.1. The AN NAT
119 may be integrated with the Wi-Fi router 118, and/or with
a DSL modem or cable modem, or may reside within the data
centers operated by an ISP. Note that multiple levels of NAT
may exist between MD 101 and the public Internet 106, as
opposed to the single AN NAT 119 that is illustrated in system
100. In some embodiments, AN NAT 119 may not be present,
in which case IP addresses assigned within AN 117 may be
publicly routable.

Although the wireless network within AN 117 is illustrated
as being a WiFi network, the local IP connectivity could be
provided using various wireless technologies such as Blue-
tooth, infrared, Ultra Wideband, a femtocell, and/or similar
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local-area-networking technologies. In addition, the AN 117
IP connectivity could be directly provided by a wired con-
nection, such as when the mobile subscriber plugs an Ethernet
cable or Universal Serial Bus (USB) cable directly into MD
101, if MD 101 is a laptop computer, for example.

And although the alternate network 117 is illustrated as
being roughly coextensive with a residence, AN 117 may be
instead be situated as roughly coextensive with an office
building, a commercial establishment such as a coffee shop
that provides WiFi access, a municipal WiFi hotspot, an
access point provided by a third-party “mesh network™, a
university campus, and/or other physical locations where IP
connectivity separate from MN 102 is available to MD 101. In
addition, AN 117 could be a separate wireless network pro-
vided by a different mobile network operator, among many
other possibilities. AN 117 and MN 102 would commonly be
and herein are referred to as “heterogeneous” networks and
the transfer of a media session involving MD 101 between AN
117 and MN 102 would commonly be and herein is referred
to as a “vertical handover”.
2a. FIG. 2a

FIG. 2a is a graphical illustration of software and hardware
components for a mobile device and a corresponding node, in
accordance with an exemplary embodiment. MD 101 and CN
108 may consist of multiple components in order to provide
services such a voice or video calls to a user. The physical
interface 201 of MD 101 may provide radio-frequency com-
munications with networks including the MN 102 via stan-
dards such as GPRS, UMTS, mobile WiMax, CDMA EVDO,
and/or other mobile-network technologies. The physical
interface 201 may also provide connectivity to local networks
via technologies such as 802.11, Bluetooth, or possibly wired
connections such as Ethernet, when those networks are avail-
able to MD 101, among other possibilities.

The physical interface 201 can include associated hard-
ware to provide the connections such as radio-frequency (RF)
chipsets, a power amplifier, an antenna, cable connectors, etc.
If CN 108 is also a mobile device, such as another mobile
handset on MN 102 or a another wireless network providing
Internet connectivity, the physical interface 206 can be simi-
lar to the physical interface 201 and support radio-frequency
communication with a transceiver station associated with a
base station similar to base station 104 connecting to a mobile
network. If CN 108 is a personal computer, server, or gate-
way, or other generally stationary device, the physical inter-
face 206 may be a wired interface connecting to Ethernet and
similar LAN technologies. And other possibilities exist as
well, without departing from the invention. The physical
interfaces 201 and 206 could also include microphones and
speakers for audio, or a camera for video.

Device drivers 202 and 207 can communicate with the
physical interface 201 and 206, respectively, providing access
to higher-level functions on MD 101 and CN 108. Device
drivers may also be embedded into hardware or combined
with the physical interfaces. MD 101 and CN 108 may pref-
erably include an operating system 203 and 208, respectively,
to manage device drivers 202 and 207, respectively. The
operating systems can also manage other resources such as
memory and may support multiple software programs oper-
ating on MD 101 and CN 108 at the same time. The operating
systems 203 and 208 can include Internet protocol stacks
such as a UDP stack, TCP stack, RTP stack, and the operating
systems 203 and 208 may include voice and video codecs.
Voice or video codecs could instead be integrated with the
device driver 202 or 207, embedded into hardware, or
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included in software programs. An example operating system
203 for MD 101 includes Linux, Windows® Mobile, or Sym-
bian®.

The software program 204 or 209 may be an application
programmed in a language such as C or C++, and could
provide functionality such as a VoIP client, a video client,
instant messaging, e-mail, and/or web-browsing capabilities.
Many of the logical steps for operation of MD 101 and CN
108 can be performed in software by various combinations of
device driver 202 and 207, operating system 203 and 208, and
software program 204 and 209, respectively.

The software program 204 or 209 may also contain a han-
dover-predicting jitter buffer 222, which may increase the
jitter-buffer size before handover and decrease the jitter-
buffer size after handover. The handover-predicting jitter
buffer could alternatively be included in operating systems
203 or 208, or device drivers 202 or 207, among other possi-
bilities.

When MD 101 is described as performing various actions
such as acquiring a new [P address, monitoring a port, trans-
mitting a packet or media stream, or similar tasks, specifying
that MD 101 performs an action can refer to (i) software,
hardware, and/or firmware operating within MD 101 per-
forming the action, or also (ii) software, hardware, and/or
firmware operating with MD 101 in conjunction with soft-
ware, hardware, and/or firmware operating on external serv-
ers performing the action. Note that MD 101 and CN 108 may
also include user interfaces 205 and 210, respectively, each of
which may include one or more devices for receiving inputs
and/or one or more devices for conveying outputs. User inter-
faces are known in the art, and thus are not described in detail
here.

For many example media sessions between MD 101 and
CN 108, the physical interfaces, device drivers, operating
systems, and user interfaces may be different, such as if MD
101 is a mobile handset and CN 108 is a gateway to the PSTN.
However, the software programs 204 and 209, operating on
MD 101 and CN 108, respectively, could be of the same type,
such as a Skype® client on MD 101 and another Skype®
client on CN 108. Other example compatible software pro-
grams operating on both MD 101 and CN 108 could include
SIP clients, IAX2 clients, or other “peer-to-peer” clients such
as GoogleTalk®.

The device drivers 202 or 207, operating systems 203 or
208, and software programs 204 or 209 could optionally be
combined into an integrated system for managing MD 101°s
or CN 108’s functionality, respectively. In addition, the oper-
ating systems 203 or 208, and software programs 204 or 209,
may be combined respectively within the same device.
Although a single physical interface, device driver set, oper-
ating system, software program, and user interface are illus-
trated in FIG. 2a for each device, MD 101 and CN 108 each
may contain multiple physical interfaces, device drivers,
operating systems, software programs, and user interfaces.
And other arrangements could be used as well, without
departing from the invention.
2b. FIG. 2b

FIG. 2b is a graphical illustration of an exemplary call-
control channel between a mobile device and a corresponding
node. FIG. 254 is illustrated according to common techniques
implemented for call-control channels within the prior art.
The call-control channel 26 can be used to establish a media
session between two endpoints or nodes with Internet con-
nectivity, even though the two endpoints may not have the
ability to initially directly communicate due to the presence
of NATs or firewalls, illustrated by NATs 211 and 212.
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The endpoints MD 101 and CN 108 may each register with
a proxy server 213 or 214, respectively. The registration pro-
cess generally opens external port bindings on NATs 211 and
212 for communication with MD 101 and CN 108, respec-
tively. The open external port bindings on NATs 211 and 212
may be kept open by periodic messages sent by MD 101 and
CN 108 to their respective proxy servers, and the proxy serv-
ers may send messages such as call requests through an
opened port on a NAT or series of NATs between the proxy
server and a node. The proxy servers could also be referred to
as supernodes according to the Skype® protocol, Asterisk
servers according to the IAX2 protocol, SIP proxies accord-
ing to the SIP protocol, or Gatekeepers according to the H.323
protocol, for example.

A call request 215 can be generated by MD 101 when an
end user keys in a telephone number and presses “dial”, or
when an end user clicks on an icon or name within a buddy
list, as examples. The call request may be formatted accord-
ing to a protocol that is capable of establishing media sessions
through the Internet, such as SIP, XMPP, IAX2, H.323,
MGCP, Skype®, or similar methods. Call request 215 is
illustrated as formatted according to the SIP protocol. The
call request may be encapsulated in packets according to a
transport protocol that may include TCP, UDP, TLS (Trans-
port Layer Security), SSL (Secure Socket Layer), or similar
methods that are commonly supported on the Internet and
also NAT routers.

Proxy server 213 can process the call request by locating
the appropriate proxy server for CN 108 via methods such as
the Domain Name System (DNS) or a distributed hash table
(DHT), as examples. Although not shown, there may be addi-
tional layers of proxy servers, such as a gateway proxy,
wherein the proxy server 213 passes call requests up to a
gateway proxy, and the gateway proxy then locates and passes
the call request to a gateway proxy for the corresponding
node’s network. In addition, with a large network of hundreds
of thousands of nodes or more, a network can consist of a
plurality of distributed proxy servers. Further, each proxy
server can support a plurality of nodes.

When the call request 215 reaches the corresponding node
proxy 214, the corresponding node proxy 214 may locate and
forward the call request to the corresponding node 108. The
call request 215 may typically include information useful for
setting up the media session 216, such as a desired codec and
the appropriate public IP address and port for CN 108 to
transmit media to, perhaps representing an IP:port on a public
Internet interface of NAT router 211, if it is present. CN 108
may respond to the call request, with a message that includes
the appropriate public IP:port for MD 101 to transmit media
to, illustrated in FIG. 25 according to the SIP protocol with
“200 OK”. Other call-control messages may also be passed
between the nodes and proxy servers, such as TRYING and
180 PROCEEDING, as examples. Through these and similar
methods, MD 101 and CN 108 can establish media sessions
and communicate call-control information.

Once the initial call request and response between MD 101
and CN 108 has been processed, the endpoints may also then
communicate further call control directly between them,
since a communication channel has been established,
although direct communication of call control between MD
101 and CN 108 may require either implementation of a
different protocol than SIP, or future extensions to SIP as
currently specified in IETF RFC 3261, which is hereby incor-
porated herein by reference. After an initial call request is
processed by the endpoints, further call-control messages
may be processed, such as SIP Re-Invite, SIP UPDATE, or
similar transfer messages in other protocols, a SIP BYE or
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similar “hangup” messages in other protocols to terminate the
media session. Other call-control messages may add features
such as establishing a conference with a third endpoint (not
shown). And other examples are possible as well.

Although a single protocol (i.e. SIP) is illustrated in FIG.
25, the two endpoints may not necessarily use the same call-
control protocol. For example, MD 101 may implement the
SIP protocol, whereas CN 108 may implement the XMPP
protocol. Proxy server 213 or 214 may translate the protocol
in order to establish communication between the endpoints,
or the translation may occur on a third server within the
call-control flow. If the two endpoints implement different
call-control protocols, preferably they can communicate
according to the same codec or, alternatively, implement
transcoding. FIG. 26 also illustrates that a relay may be used
to communicate media between two NATSs, and in fact the use
of a relay may be required if the two NATSs are symmetric.
Further, the relay illustrated in FIG. 26 may be used during a
call handover process. For example, the relay could function
as an intermediate corresponding node when MD 101 moves
to AN 117, and the relay could then forward packets to CN
108, representing a terminating node.
2¢. FIG. 2¢

FIG. 2¢ is a graphical illustration of an exemplary system
where a node can determine the presence and type of NAT.
FIG. 2¢ s illustrated according to common techniques imple-
mented within the prior art to determine the presence and type
of NAT. In system 200, a node with an IP address can probe
servers on the public Internet 106 to determine the type of
NAT that may connect the node to the public Internet. The
node may send a packet such as a query 217 to a first server
218, illustrated as STUN A (Simple Traversal of UDP
through NAT, IETF RFC 3489, which is hereby incorporated
herein by reference), which can then respond (at 219) to the
source IP address and port it observed as transmitting the
query.

The response 219 can contain the source port and IP
address that the server observed in the query 217 transmitted
by the node. The first server 218 can also then forward the
query to a second server 220, illustrated as STUN B. The
second server then also forwards a response 221 back to the
source port and IP address for the original query 217 trans-
mitted by the node. The node listens on the port on which it
transmitted the query, in order to obtain a response from the
servers. If two responses 219 and 221 are received, one each
from the first and second servers 218 and 220, respectively,
the node may determine the NAT type is a full cone. If only
oneresponse is received, from the first server for example, the
node may determine the NAT type is either (i) symmetric or
(ii) a port restricted cone, or (iii) a partial cone.

Further queries from the node also could further resolve the
NAT type. Other, similar, techniques besides STUN can be
used by a node to determine the NAT type. Although a single
NAT is shown between the node and the servers 218 and 220,
multiple NATs may exist between the node and the servers. In
this case, the multiple NATs can be evaluated as a single
logical NAT. Example descriptions of the common types of
NATs such as full cone NAT routers canalso be foundin IETF
RFC 3489, section 5.
3.FIG.3

FIG. 3 is a graphical illustration of a system where the
mobile device 101 acquires a second IP address IP 301 that is
associated with a NAT router, and the mobile device begins
transmitting media from the second IP address during han-
dover. Since MD 101 can be a mobile device operated by a
user or subscriber that changes location, the subscriber may
move within range of alternate network 117 that also provides
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Internet access (in addition to MN 102 providing Internet
access), as illustrated by system 300 in FIG. 3.

In order to obtain connectivity to the Internet through the
alternate network 117, the mobile device 101 can acquire IP
address 301 that is provided by a local area network within
alternate network 117. Although IPv4 addresses are shown
within AN 117, IPv6 or similar addressing schemes could be
implemented. IP address 301 may be acquired by various
methods such as DHCP, and MD 101 has sufficient comput-
ing power to associate with multiple IP addresses simulta-
neously. A software program 204 operating on MD 101 can
observe that IP address 301 becomes available via periodic
queries to an operating system 203 or a device driver 202.

IP address 301 can be considered assigned to MD 101
when a software program 204, operating system 203, or
device driver 201 can transmit or receive packets using IP
address 301. Under many scenarios, IP 103 and IP 301 can be
available simultaneously to a software program 204 operating
on MD 101, such as when MD 101 is within range of more
than one network. The software program 204 may be a com-
ponent of a communications service, such as a program
downloaded and installed on MD 101. MD 101 may measure
the quality of the two network connections, which can include
measurements at the physical, data-link, and network levels.
Quality can be measured according to several parameters,
including power levels, signal-to-noise ratios, bit errors,
packetloss, delay, and jitter. Quality may also be measured on
both the uplink and downlink, for transmitting and receiving
data.

MD 101 can include a software routine to determine that
handover of the media session from IP 103 to IP 301 is
preferred. A software routine operating within MD 101 may
determine that IP 301 is preferred for communication due to
a combination of increased signal-to-noise ratios, reduced
packet loss, reduced bit errors, reduced power consumption,
reduced delay, reduced jitter, reduced costs for bandwidth,
increased stability of network quality, increased bandwidth
available for communication, and/or one or more other net-
work characteristics according to which AN 117 would pro-
vide a superior connection to that provided by MN 102. The
software routine to determine handover may be operating in
conjunction with software program 204, operating system
203, or device driver 202, among other possibilities, and may
also function as a subroutine within a larger software pro-
gram.

Either (i) MD 101 or (ii) a software routine that determines
when handover is preferred may also predict that IP 301 may
become preferred for communication, based on monitoring
and comparing the relative quality of communication through
AN 117 and MN 102. For example, even though the network
connection providing IP 301 may initially have a relatively
weak signal compared to the network connection providing
IP 103, with corresponding higher bit errors, higher packet
loss, or greater delay on the network providing IP 301, MD
101 can monitor the network providing IP 301 as MD 101
approaches the example AN 117 illustrated as a WiFi access
point 118 in system 300.

If the network connection or IP connectivity between MD
101 and WiF1i access point 118 improves at a sufficient rate,
MD 101 may predict that IP 301 will become preferred over
IP 103 and, consequently, MD 101 may initiate handover
before communication via IP 301 is actually superior to com-
munication via [P 103. Conversely, MD 101 may observe that
communication through IP 103 is degrading at a sufficient
rate that communication via IP 301 will likely become pre-
ferred, even though the quality of communication via IP 301
is relatively static or perhaps improving only slowly. Again, in
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this instance of degrading quality for communication via IP
103, MD 101 may determine that IP 301 will become pre-
ferred, and MD 101 may also initiate handover even though
1P 103 is still superior to IP 301 when MD 101 initiates
handover procedures.

Once MD 101 can decide that either (i) IP 301 is preferred
for communication or (ii) IP 301 may become preferred for
communication, MD 101 could initiate handover procedures
that will be both rapid and also reduce the probability that a
user will notice gaps, delays, or distortion in the media during
the handover process. Likewise, efficient handover proce-
dures can reduce the impact on media received at CN 108.
Further, MD 101 may also automatically establish a duplicate
media path when the quality of the network through IP 301
reaches minimum thresholds, or the performance of either
MN 102 or AN 117 is greater or less than specified param-
eters.

A duplicate media path can provide superior quality, and
trends in quality may not be predictable. Thus, the techniques
described in the present invention could be implemented for
the purposes of rapidly establishing a duplicate media chan-
nel, with or without the intent of terminating the first media
session consisting of MS 1 and MS 2. In addition, a handover
could be preferred in order to obtain increased quality,
reduced power, reduced interference, or other benefits from
simply establishing a duplicate media channel through a
separate IP network than MN 102.

After acquiring the IP 301, MD 101 may determine a
handover is preferred due to the benefits of using AN 117.
Perhaps prior to initiating handover, or perhaps during the
establishment of the first media session that includes MS 1
109 and MS 2 110, MD 101 in system 300 may evaluate
whether (i) CN 108 has an address that is fully routable on the
public Internet (i.e. does not belong to the set of private
addresses in IETF RFC 1918) or (ii) CN 108 connects to the
Internet via a NAT router.

MD 101 can use multiple methods in this evaluation, such
as observing if the IP addresses and ports within fields of
received SIP and/or SDP messages match the actual ports
used for media transmission in MS 2 110, or determining if
the CN 108 user agent belongs to (a) a class of gateways to the
PSTN (which the MD could therefore reasonably expect to
have public IP addresses), or (b) a class of session border
controllers which would also likely have public IP addresses.
A software program operating on MD 101, as opposed to the
physical hardware, may evaluate if CN 108 has a publicly-
routable IP address or rather connects to the public Internet
via a NAT router. In addition, MD 101 will likely have an
call-control channel—such as that illustrated in FIG.
2b—implemented in order to set up MS 1 109 and MS 2 110,
and MD 101 could query CN 108 through the call-control
channel, requesting that CN 108 to provide an assessment of
its NAT environment.

Further, MD 101 could have gained knowledge of any NAT
routers in front of CN 108 during the setup of MS 1 109 and
MS 2 110. Alternatively, CN 108 may report its NAT envi-
ronment to a centralized server such as a registrar or proxy
server 214, and MD 101 could submit a query to the central
servers. CN 108 can evaluate the presence of any NAT routers
between CN 108 and the Public Internet 106 via the tech-
niques illustrated in system 200. MD 101 could also query
CN 108 directly by inserting a non-media “NAT query”
packet within MS 1 and monitor for a response in anon-media
“NAT response” packet in MS 2. In summary, there are many
methods available for MD 101 to determine if CN 108 has a
public IP address, or rather is connected to the Internet via a
NAT router such as a full cone NAT.
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According to an exemplary preferred embodiment, MD
101 can evaluate before acquiring IP 301 whether CN 108 is
assigned a public IP address and, if not, what type of NAT
router CN 108’s network implements for Internet access, and
together these two properties may be referred to as CN 108’s
NAT profile. Evaluating CN 108’s NAT profile before acquir-
ing new IP addresses such as IP 301 can reduce the time
required for MD 101 to complete handover. However, MD
101 can bypass an evaluation of CN 108’s NAT profile and
follow the other steps described in the present invention,
although bypassing an evaluation of CN 108’s NAT profile
may not be preferred if CN 108 connects to the Internet via a
partial cone, port-restricted cone, or symmetric NAT.

If () CN 108 is assigned a public IP address as illustrated
by the system 300 in FIG. 3, or (ii) CN 108 connects to the
Internet via a full cone NAT router (not shown), MD 101 may
preferably begin transmitting a third media stream (MS 3)
302 from IP 301 to CN 108 with a destination IP:port for the
transmitted media packets of IP:port 122, once MD 101 deter-
mines that handover is preferred, where MD 101 essentially
bi-casts its outgoing media associated with the active media
session to CN 108 (and more particularly to the same IP:port
122) via MS 1 109 and MS 3 302. MD 101 can—and prefer-
ably does—begin transmitting the third media stream 302
before MD 101 stops transmitting the first media stream 109.

Transmitting MS 3 from IP 301 to [P:port 122 can provide
multiple benefits. First, IP:port 122 has already been estab-
lished by CN 108 as a port for the receipt of media packets, so
additional ports do not need to be opened and communicated
to MD 101 via a call-control message or similar signaling
techniques. Transmission of such as a call-control message
may take additional time to both process on the nodes as well
as traverse the public Internet, which would slow down the
handover process. Further, if CN 108 is behind a NAT router
(which it is not in FIG. 3), other ports on an external interface
of'the NAT router may not be open and bound to a port on CN
108. Opening another port on a NAT router besides IP:port
122 would require time and negotiation of call control
between CN 108 and MD 101, further slowing down the
handover process.

MD 101 preferably performs a “make before break™ han-
dover, such that MS 1 109 and MS 3 302 are transmitted
concurrently and include substantially the same media,
although a “make before break™ handover is not required. A
node suchas MD 101 or CN 108 may transmit two packets for
each codec frame (i) from a different source IP:port or (ii) to
a different destination IP:port, and each packet can be con-
sidered to belong to a separate media stream. MD 101 may
transmit packets for MS 3 302 from IP 301 via IP:port 303.
The AN NAT 119 may convert the source IP:port in the
packets transmitted by MD 101 in MS 3 302 from IP:port 303
(i.e. 192.168.0.2:23334) on its internal interface to IP:port
304 (i.e. 24.35.111.15:15500) on its external interface. Con-
sequently, CN 108 can observe the source IP:port of (i.e. for
packets received in connection with) MS 3 302 as received at
CN 108 as IP:port 304.

“Transmitting concurrently” may refer to operating a soft-
ware routine within MD 101 with sufficient speed that both
IP:port 113 and IP:port 303 each transmit a media packet on
a sufficiently short time scale, such as with less than 200
milliseconds between the time when IP:port 113 transmits a
media packet and IP:port 303 transmits a media packet com-
prising substantially the same media. Thus, although IP:port
113 and IP:port 303 may transmit at separate points in time on
the timescale of a computing device’s operating system,
which may be on the order of microseconds for example, CN
108 could observe that MS 3 302 and MS 1 109 are effectively
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duplicate media streams. For example, if 5 packets in a row
are dropped on MS 1 109 but not MS 3 302, a process
operating on CN 108 could receive copies of the dropped
packets in MS 3 302 in order to output media to a user
associated with CN 108 without noticeable gaps or delay.
Note that the copies of mediain MS 1 and MS 3 could be—but
do not have to be—identical.

CN 108 can accept and process the duplicate media
streams without requiring any previous signaling, because the
various software routines operating on CN 108 may effi-
ciently process duplicate media streams. In addition, if the
media is transmitted as RTP, then the RTP software stack
within CN 108 can also drop duplicate media packets. Soft-
ware programs that implement RTP according to the IETF
RFC 3550 standard (which is hereby incorporated herein by
reference) can ignore the source IP address of RTP packets,
and can reject or accept media from the synchronization
source identifier (SSRC) within a packet containing RTP
data.

Thus, MD 101—using both IP 103 and IP 301—can trans-
mit dual copies of the underlying media via MS 1109 and MS
3302to CN 108, and CN 108 can monitor IP:port 122 for both
media streams. Transmitting MS 1 109 and MS 3 302 via RTP
is notrequired, and other methods for media transmission and
sequencing the media packets could be implemented. CN 108
could identify that duplicate media streams are received by
observing that packets received from two different source IP
addresses have equivalent sequence numbers in the media
packets, and other methods for handling duplicate media
streams are available as well for those skilled in the art.

Alternatively, according to a second embodiment, before
MD 101 begins transmitting MS 3 302, a call-control mes-
sage, such as a handover request, could be sent by MD 101 to
CN 108, in order to prepare CN 108 to process the duplicate
media streams or take other affirmative actions, such as open-
ing ports within firewall functionality that may also operate
on CN 108, for example. The call-control message could be
sent via a call-control channel such as that illustrated in FIG.
2b, or through a specified control packet transmitted within
MS 1 109, or another call-control channel established
between MD 101 and CN 108. The call-control message
could also be transmitted via the media control channel, such
as from the mobile device to IP:port 124 associated with the
corresponding node (as shown in FIG. 1).

The call-control message to inform CN 108 of a handover
could consist of a call-control signal. Upon receipt of the
call-control signal, CN 108 could begin processing MS 3 302,
although an explicit call-control signal may not be required. A
call-control signal may be preferred, if the software operating
at CN 108 will not process MS 3 302 unless a call-control
signal is received, which could be the case if the software
operating at CN 108 drops or ignores packets received at
IP:port 122 that do not originate from IP:port 115.

The call-control signal informing CN 108 of a handover
could consist of a value for a UDP checksum in a packet
transmitted by MD 101 within MS 1 109. UDP checksums
may be disabled by default in MS 1 109 for example, it MD
101 encodes media according to a traditional mobile voice
codec such as GSM-EFR, AMR, AMR-WB, QCELP (Qual-
comm Code Excited Linear Prediction). These and related
mobile codecs are designed to be relatively bit-error robust, in
order to compensate for potential bit errors resulting from
noise in radio-frequency transmissions, and thus UDP check-
sums on the media packets may not be normally implemented
or may be set to a null value.

Consequently, MS 1 109 may initially be transmitted by
MD 101 with UDP checksums disabled or set to a null value,
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since CN 108 could prefer to accept and process media pack-
ets received in MS 1109 even with bit errors in the underlying
datagrams. If UDP checksums are implemented by MD 101
in MS 1 109 and processed by CN 108, a media packet
containing information encoded with a bit-error-robust codec
could be entirely dropped by CN 108, even though processing
the media packet with bit errors may be preferred in order to
obtain an approximate representation of the transmitted
media.

A signal indicating handover can be transmitted by MD
101 to CN 108 by enabling UDP checksums in MS 1109 once
MD 101 determines handover is preferred, whereas UDP
checksums may have been disabled by MD 101 prior to
handover. In addition, CN 108 can continue to ignore UDP
checksums for the purposes of accepting or rejecting media
packets in MS 1 109, and simply note that the presence of
non-zero or non-null checksum values indicates a handover is
preferred, and subsequently CN 108 may begin monitoring
IP:port 122 for the presence of MS 3 302. Other changes to the
values of UDP checksums could be implemented by MD 101
to signal to CN 108 that a handover is preferred. If the media
is transmitted according to TCP, then changes in the TCP
checksums could be implemented as well. Preferably, CN
108 can accept MS 3 302 without an explicit call-control
signal, but that capability may not always be available, due to
firewall rules or legacy software operating at CN 108.
4.FIG. 4

FIG. 4 is a graphical illustration of an exemplary system
where the mobile device and corresponding node transmit
and receive media during handover according to an exem-
plary embodiment. According to a preferred exemplary
embodiment, CN 108 observes that the source IP address and
port for MS 3 302 is IP:port 304, representing the external
port on AN NAT 119 that binds to MD 101 IP:port 303. When
CN 108 begins receiving packets in MS 3 302, CN 108 may
begin transmitting a fourth media stream (MS 4) 401, repre-
senting essentially a duplicate copy of MS 2 110. CN 108
sends MS 4 401 preferably from IP:port 122, with a destina-
tion address of AN NAT 119 IP:port 304.

One benefit of transmitting MS 4 401 packets from CN 108
with (i) the source IP:port 122, which is the destination port in
MS 3 302 and (ii) the destination IP:port 304, is that AN NAT
119 may be symmetric or a port-restricted cone. Alternative
ports may be implemented as the source or destination port
for MS 4 401, but that would likely require obtaining the
proper port bindings between MD 101 and AN 119 through
techniques such as that illustrated in system 200, as well as
communicating the ports between MD 101 and CN 108 via a
call-control channel or call-control packets inserted in MS 1
109 or MS 3 302. Obtaining new port bindings and commu-
nicating the ports prior to the transmission of media may
significantly slow the handover process. CN 108 could trans-
mit to a different destination port than IP:port 304, if AN NAT
119 was a full cone or restricted cone NAT, but again in that
case CN 108 may need to be informed of the type of NAT that
AN NAT 119 is, which would undesirably require communi-
cation and processing time. Consequently, the transmission
of MS 4401 from IP:port 122 to IP:port 304 may be preferred.

According to a preferred exemplary embodiment, CN 108
may begin transmitting MS 4 401 without receiving an
explicit handover call-control message from MD 101. CN
108 can observe the received duplicate media streams MS 1
109 and MS 3 302, where media is transmitted from MD 101
via two separate [P addresses, IP 103 and IP 301. The receipt
of duplicate media streams may signal to CN 108 that MD
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101 is initiating handover and has a new, preferred IP address
301, observed by CN 108 to be the public IP address belong-
ing to AN NAT 119.

This logical call-control signal consisting of duplicate
media may be transmitted from MD 101 to CN 108 before a
separate call-control message such as a SIP Re-INVITE or
SIP UPDATE is sent via the call-control channel illustrated in
FIG. 2b. A benefit of automatically sending duplicate media
streams MS 2 110 and MS 4 401 from CN 108 is that the time
needed for conducting the handover can be reduced. For
example, the SIP Re-Invite message normally would be
passed through the call-control channel, which may require
processing on multiple intermediate servers and slow the
handover process.

Alternatively, a handover message could be inserted within
MS 3 302 or MS 1 109, informing CN 108 to initiate trans-
mission of MS 4 401. If the handover message (i) is inserted
within MS 3 302 or MS 1 109 and (ii) can be properly
processed by CN 108, this would require CN 108 to monitor
IP:port 122 for both media and call control. The mixing of
media and call control on the same port may not be readily
implemented with present, unmodified versions of standard
protocols such as such as SIP, XMPP, MGCP, or H.323, and
may not be preferred with current releases of those standards.
However, the standards could be modified to allow the trans-
mission of a call-control message within media streams, thus
speeding and simplifying a handover process. The mixing of
media and call control within the same pair of UDP ports may
be more readily implemented with (i) a proprietary protocol
such as Skype®, (ii) IAX2 capable clients and hosts, or (iii)
similar protocols which providing mixing of call-control
messages and media within the same stream of UDP or TCP
packets.

According to a second exemplary embodiment, after MD
101 begins transmitting MS 3 302, MD 101 then transmits a
call-control message to CN 108 via a call-control channel—
such as that illustrated in FIG. 25 and used to establish the
original call that set up MS 1 109 and MS 2 110. The call-
control message can (i) inform CN 108 of the handover and
(i1) instruct CN 108 to begin transmitting MS 4 401. This
call-control message could be sent by MD 101 through IP 103
or IP 301, although IP 103 is likely preferred since a call-
control channel with CN 108 may have been previously set up
through IP 103 in order to establish the media session illus-
trated in system 100.

Assuming 1P 103 retains a sufficient quality network con-
nection, sending call control through IP 103 would likely be
faster than (i) attempting to set up a new call-control channel
via IP 301 and then (ii) processing the call-control message
via IP 301. The call-control message may inform CN 108 to
begin transmitting media to MD 101 via IP:port 304 on AN
NAT 119, if present. The handover call-control message
could be implemented within existing protocols such as SIP,
XMPP, 1AX2,; or Skype®, or extensions to these or other
protocols could be implemented to handle the request for a
new media stream MS 4 401 to be directed to IP:port 304
while CN 108 continues to receive MS 3 302 at IP:port 122.
CN 108 may keep I[P:port 122 as its receive port for MS 3 302
in order to avoid negotiating new port bindings between MD
101 and AN NAT 119.

Preferably, the handover for media from CN 108 to MD
101 is implemented via “make before break” methods,
whereby MS 4 401 and MS 2 110 can be transmitted concur-
rently for a period of time until the handover is complete. That
is, CN 108 could begin transmitting MS 4 before CN 108
stops transmitting MS 2 110. CN 108 should preferably trans-
mit MS 4 401 to the port observed as the originating [P:port
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for MS 3 302, which is illustrated as IP:port 304 in system
400. If the CN 108 implements standards which (i) do not
support “make before break” methods and (ii) only support
the equivalent of call-transfer or media-redirect methods,
then MS 4 401 can be set up effectively at the same time that
MS 2 110 is torn down, representing a “break before make”
handover for media from the CN 108 to MD 101 at IP 301.

For example, if the SIP protocol is implemented on a
legacy gateway to the PSTN at CN 108, the call-control signal
from MD 101 could be a SIP Re-Invite or SIP UPDATE
message or similar messages indicating a change in the des-
tination [P:port for media transmitted from CN 108. Trans-
mitting duplicate media streams to two different IP addresses
may not be deployed with many presently-installed SIP
implementations. Even if “break before make” methods are
implemented for the setup of MS 4 401, media packets should
not be dropped because MD 101 can monitor—perhaps con-
currently—both I[P:port 114 and IP:port 303 for the receipt of
media transmitted by CN 108.

“Monitoring concurrently” may refer to (i) a software pro-
gram 204 or a software routine within MD 101, (ii) the oper-
ating system 203, or (iii) a device driver 202, and/or (iv)
hardware within MD 101 operating with sufficient speed such
that both IP:port 114 and IP:port 303 are each polled for
receipt of a media packet on a sufficiently short time scale,
such as less than every 200 ms. Thus, although IP:port 114
and IP:port 303 may be polled at separate points in time on the
timescale of a computing device’s operating system, such as
an amount of time on the order of microseconds, the net effect
of the rapid switching time is that the ports are monitored
concurrently and packets are not dropped.

For example, if several packets in a row are dropped in MS
4 401 due to poor network conditions, but not dropped in MS
2 110, a process operating on MD 101 can switch between
IP:port 114 and IP:port 303 with sufficient speed such that all
packets are acquired and media is played out to a user without
significant gaps or delay. One objective of either (i) monitor-
ing concurrently IP:port 114 and IP:port 303 or (ii) monitor-
ing both IP:port 114 and IP:port 303 could be to reduce
possible distortions or gaps in audio or video observed by a
user.
5.FIG. 5

FIG. 5 is a graphical illustration of an exemplary system
where the mobile device and corresponding node transmit
and receive media upon completion of a handover according
to an exemplary embodiment. In system 500 illustrated in
FIG. 5, CN 108 transmits MS 4 401 to IP 301 using IP:port
304 as the destination port in the packets transmitted. This
facilitates the media being properly forwarded to MD 101
listening on the IP:port 303, since the AN NAT 119 would
generally otherwise drop packets on ports not previously
opened by MD 101 and properly bound by AN NAT 119.
Alternative techniques to establish a different IP:port 304 on
AN NAT 119 for CN 108 to transmit media to MD 101 at IP
301 may both take time and also may not be readily discern-
able in any case, such as if AN NAT 119 is a symmetric NAT
and CN 108 is also behind a symmetric NAT. If the subscrib-
er’s premises at the alternate network 117 are a corporate
office building or other LAN with higher security require-
ments than a consumer DSL environment, the AN NAT 119
could well be symmetric, though it could also be so in other
contexts.

Voice activity detection (VAD) may preferably be disabled
within MS 3 302 in order to keep IP:port 304 open and bound
on AN NAT 119. For example, if the (G.729a codec is imple-
mented by MD 101 and the user is silent for an extended
period such as 120 seconds, AN NAT 119 may close IP:port
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304 to inbound packets on the external interface since a
timeout period on the port bindings may expire. Conse-
quently, MD 101 should periodically send packets from
IP:port 303 in order to keep IP:port 304 open and bound, even
if media is not present, perhaps (i) sending a packet from
IP:port 303 at an interval of every 30 seconds or (ii) sending
media packets with silence descriptor frames.

MD 101 may also wish to establish a new media control
channel with the CN 108 after MS 3 and MS 4 are established.
As discussed previously, a media control channel allows a
transmitting endpoint to evaluate the quality of media
received at the receiving endpoint and subsequently make
adjustments for transmitted media in attempt to improve the
quality received. A media control channel can be useful for
both MD 101 and CN 108 to determine that the handover is
complete and successful before terminating MS 1 or MS 2,
respectively. For example, during a handover period where all
four media streams are transmitted concurrently, both MD
101 and CN 108 may prefer to receive feedback from the
receiving node that the new media streams MS 3 and MS 4 are
properly being received with sufficient quality.

Without a media control channel, there may not be a feed-
back mechanism to message a transmitting node about the
quality of media received. For example, MD 101 may have
projected that IP 301 would be preferred for communication,
but the underlying network performance could suddenly
change, perhaps due to unexpected congestion on the internal
LAN within alternate network 117, immediately after han-
dover had been initiated.

In general, MD 101 and CN 108 could programmatically
decide to terminate MS 1 and MS 2 and complete the han-
dover based on feedback from a media control channel such
as RTCP, SCTP, or proprietary methods, among other
options. MS 1 109 and MS 2 110 may be terminated after
quality data in a media control channel confirms that the
quality of MS 3 302 and MS 4 401 meets acceptable thresh-
olds. Further, decisions on terminating MS 1 109 and MS 2
110 could be made independently.

System 500 in FIG. 5 illustrates the transmission of the
media control channel as RTCP, although other techniques
such as SRTCP or proprietary protocols could be imple-
mented. In addition, media control channel could optionally
be included as periodic messages transmitted within the
media stream, which is implemented in the IAX2 protocol,
for example. The benefit of mixing media and media control
within the same UDP stream is that fewer NAT ports have to
remain bound and open for communication. Further, the
implementation of a media control channel could be omitted.
Upon receipt of MS 4 401, MD 101 may begin evaluating the
quality of the media and can prepare an RTCP receiver report
for transmission to CN 108. MD 101 may use the next highest
UDP port from IP:port 303 to transmit the RTCP report,
which is shown as IP:port 501. Other ports for the media
control channel at MD 101 may be used as well.

As illustrated with system 300, MD 101 may have previ-
ously evaluated that CN 108 has an address that is fully
routable on the public Internet, which would be common if
CN 108 is (i) a gateway to the PSTN or (ii) operates as a relay
for communication with a terminating node. MD 101 should
be able to transmit RTCP messages to CN 108 at [P:port 124,
since that IP:port was implemented by CN 108 to receive
RTCP reports for media stream 2 110 as illustrated in system
100. Consequently, MD 101 can establish a new media con-
trol channel by sending RTCP reports for MS 4 401 from
1P:port 501 to IP:port 124, and during this process AN NAT
119 can create a new external port binding IP:port 502.
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The new media control channel for MS 4 is illustrated as
RTCP stream 4 503 in FIG. 5. Since MD 101 may be located
behind AN NAT 119, CN 108 may not be able to readily
transmit an RTCP report for MS 3 302 until CN 108 can
determine the proper port on AN NAT 119 that would forward
packets to MD 101 at IP:port 501. Upon receipt of RTCP
stream 4 503 at CN 108, the corresponding node can observe
the originating IP:port 502 within the IP headers of the RTCP
report packet. Consequently, CN 108 may now begin trans-
mitting RTCP reports for MS 3 302 to [P:port 502 on AN NAT
119, thereby creating RTCP stream 3 504. AN NAT 119
forwards packets in RTCP stream 3 504 to IP:port 501 on MD
101 at IP 301.

Thus, in order to effectively support a media control chan-
nel through AN NAT 119, MD 101 may implement the same
IP:port for both sending and receiving media control packets,
as shown by IP:port 501. In addition, in order to reduce the
time required to receive RTCP Stream 3 504, MD 101 may
transmit a port-binding packet either before (i) receiving MS
4 401 or (ii) preparing a quality report for MS 4 401, in order
to properly open and bind IP:port 502 for the receipt of media
control channel packets. The port-binding packet could be a
TCP or UDP packet transmitted from IP:port 501 by MD 101
to [P:port 124 on CN 108. For example, although a full RTCP
receiver report for MS 4 401 may not be available immedi-
ately upon handover and may normally be processed over an
interval such as every 30 seconds, MD 101 could preferably
receive RTCP receiver reports from CN 108 for MS 3 302
before the RTCP receiver report for MS 4 401 is available.
However, in order to receive RTCP receiver reports from CN
108 for MS 3 302, IP:port 502 should be opened, and thus MD
101 could transmit a port-binding packet.

Other benefits can be achieved by implementing the same
IP:port 501 on MD 101 for both sending and receiving the
media-control-channel messages, in addition to simplifying
the NAT traversal for media-control-channel messages. If (i)
a separate port is implemented for transmitting and receiving
media-control-channel messages at each node, and (ii) sender
reports are not implemented or transmitted less frequently
(such as every 120 seconds), the AN NAT 119 IP:port 502
may close due to lack of outbound traffic from MD 101 sent
from IP:port 501. Through transmitting RTCP receiver
reports from MD 101 via RTCP stream 4 503, as illustrated by
system 500 in FIG. 5, on a periodic basis (such as every 30
seconds), the inbound IP:port 502 should remain properly
active and bound, thereby allowing CN 108 to continue send-
ing RTCP messages to MD 101 for the duration of the media
session after handover started. Although generally not stan-
dardized, many common NATs will close inbound UDP ports
if outbound packets have not been received in the previous 60
seconds.

When MD 101 determines that handover is complete, it
may send a call-control signal via a system such as that
depicted in FIG. 25 to the CN 108 to terminate MS 2 and the
corresponding media control channel, if implemented. MD
101 may also then terminate MS 1 and a related media control
channel RTCP 1, if implemented. The completion of the
handover could also be signaled by the corresponding node.
In addition, the signal to stop transmitting MS 1 and MS 2
could be a logical signal as opposed to the transmission of an
explicit call-control message. An example of a logical signal
could be the transpiring of a period of time where the new
media streams have been transmitted concurrently with suf-
ficient quality, such as 45 seconds.

Note that the call-control channel implemented through the
system depicted in FIG. 25 that established the initial media
session illustrated in system 100 may need to be transferred
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from IP 103 to IP 301, and many methods are available to
those of ordinary skill in the art. The transfer of a call-control
channel to terminate MS 1 or MS 2 may be less time-sensitive
than messages or signals to indicate the handover of media. A
delay of several hundred milliseconds or more due to call-
control processing to terminate MS 1 109 and MS 2 110
would likely not be noticeable to an end user, while a delay or
gap of a few hundred milliseconds or more in audio would
likely be noticeable and should be avoided. In addition, MD
101 and CN 108 could continue to transmit either MS 1 109
or MS 2110 for the entire duration of MS 3 302 and MS 4 401,
waiting until the user is finished with the entire media session
before any individual media stream is terminated.

6. FIG. 6

FIG. 6 is a simplified flow chart for exemplary handover
procedures according to an exemplary embodiment. In FIG. 6
and other flow charts describing the present invention, the
processes and operations of the handover method described
below with respect to all of the logic flow diagrams may
include the manipulation of signals by a processor and the
maintenance of these signals within data structures resident in
one or more memory storage devices. For the purposes of this
discussion, a process can be generally conceived to be a
sequence of computer-executed steps leading to a desired
result.

These steps usually require physical manipulations of
physical quantities. Usually, though not necessarily, these
quantities take the form of electrical, magnetic, or optical
signals capable of being stored, transferred, combined, com-
pared, or otherwise manipulated. It is convention for those
skilled in the art to refer to representations of these signals as
bits, bytes, words, information, elements, symbols, charac-
ters, numbers, points, data, entries, objects, images, files, or
the like. It should be kept in mind, however, that these and
similar terms are associated with appropriate physical quan-
tities for computer operations, and that these terms are merely
conventional labels applied to physical quantities that exist
within and during operation of the computer.

It should also be understood that manipulations within the
computer are often referred to in terms such as listing, creat-
ing, adding, calculating, comparing, moving, receiving,
determining, configuring, identifying, populating, loading,
performing, executing, storing etc. that are often associated
with manual operations performed by a human operator. The
operations described herein can be machine operations per-
formed in conjunction with various input provided by a
human operator or user that interacts with the computer.

In addition, it should be understood that the programs,
processes, methods, etc. described herein are not related or
limited to any particular computer or apparatus. Rather, vari-
ous types of general purpose machines may be used with the
following process in accordance with the teachings described
herein.

The present invention may comprise a computer program
or hardware or a combination thereof which embodies the
functions described herein and illustrated in the appended
flow charts. However, it should be apparent that there could be
many different ways of implementing the invention in com-
puter programming or hardware design, and the invention
should not be construed as limited to any one set of computer
program instructions.

Further, a skilled programmer would be able to write such
a computer program or identify the appropriate hardware
circuits to implement the disclosed invention without diffi-
culty based on the flow charts and associated description in
the application text, for example. Therefore, disclosure of a
particular set of program code instructions or detailed hard-
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ware devices is not considered necessary for an adequate
understanding of how to make and use the invention. The
inventive functionality of the claimed computer-imple-
mented processes will be explained in more detail in the
following description in conjunction with the remaining Fig-
ures illustrating other process flows.

Further, certain steps in the processes or process flow
described in all of the logic flow diagrams below must natu-
rally precede others for the present invention to function as
described. However, the present invention is not limited to the
order of the steps described if such order or sequence does not
alter the functionality of the present invention. That is, it is
recognized that some steps may be performed before, after, or
in parallel with other steps without departing from the scope
and spirit of the present invention.

The processes, operations, and steps performed by the
hardware and software described in this document usually
include the manipulation of signals by a CPU or remote server
and the maintenance of these signals within data structures
resident in one or more of the local or remote memory storage
devices. Such data structures impose a physical organization
upon the collection of data stored within a memory storage
device and represent specific electrical or magnetic elements.
These symbolic representations are the means used by those
skilled in the art of computer programming and computer
construction to most effectively convey teachings and discov-
eries to others skilled in the art.

InFIG. 6, at Step 601, MD 101 establishes a media session
such as a voice call with a CN 108, utilizing a first IP address
such as an IP address provided by a mobile network operator.
The media session could be established through call-control
messages such as SIP INVITE, IAX2 NEW, XMPP Request,
or other similar messages according to a protocol imple-
mented by MD 101. In addition, MD 101 and CN 108 may not
implement the same call-control protocol, and an intermedi-
ate server may translate the call-control messages between
the two nodes. Although a request for a media session is
described as originating from MD 101, a request to initialize
a session could be requested from the corresponding node,
representing an incoming call to the mobile device. Further,
the voice call illustrated in FIG. 6 at Step 601 could initially
be set up via a local network such as WiFi.

As shown in Step 602, upon establishment of the media
session, a first media stream MS 1 109 is transmitted from
MD 101 to CN 108, and a second media stream MS 2 110
transmitted from CN 108 to MD 101. The media session may
optionally include a separate media control channel or pro-
tocol, such as RTCP or SRTCP, or the media control channel
could possibly be imbedded directly into the media stream, as
with IAX2. Preferably, quality feedback is provided by
RTCP, SRTCP, similar protocols, or media control packets
inserted into the media stream to (i) monitor the quality of
received media received at another node and (ii) allow adjust-
ments such as changing a codec, implementing forward error
correction, or taking other steps to attempt to improve call
quality.

At Step 603, the mobile device 101 evaluates whether the
corresponding node 108 has an IP address that is (i) publicly
routable or (ii) behind a full cone NAT. CN 108 would likely
be publicly routable if it is (i) a relay to communicate with a
terminating node, (ii) a gateway to the PSTN, (iii) an appli-
cation layer gateway similar to MN NAT 105 illustrated in
system 100, or (iv) a home agent (HA) within the Mobile IP
specification (IETF RFC 3344, which is hereby incorporated
herein by reference, and related standards), among other pub-
licly-routable possibilities.
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CN 108 may be behind a full cone NAT if CN 108 is a
peer-to-peer client operating on a computer behind a con-
sumer broadband connection, for example, since many con-
sumer NATs are the full cone type. CN 108 may be behind a
symmetric NAT or a port restricted cone NAT if it operates
within a corporate LAN, for example, and other combinations
of NAT types and alternate networks are possible as well. MD
101 may not be able to determine if CN 108 is publicly
routable or behind a full-cone NAT directly, but rather could
query CN 108 or a server on the internet with a stored profile
for CN 108, such as server 214. Further, Step 603 could be
determined before step 602, such as when the initial media
session was requested in Step 601. In this case, a NAT profile
of CN 108 could be stored in memory on MD 101 during Step
601 and then retrieved from memory during later handover
procedures such as at Step 603.

At Step 604, the mobile device acquires a second IP
address, such as IP 301 and determines that handover of the
active media session to the new IP address is preferred. One of
many example possible parameters to determine whether
handover is preferred include whether handover will reduce
consumption of network resources for the mobile network
102, or alternatively if call quality will be improved. Further,
a software program or a communications service operating on
MD 101 could simply determine that establishing a duplicate
media path via IP 301 is desirable regardless of the trends in
quality, from the benefits of transmitting media through two
independent communications channels (via IP 301 and IP
103), which can increase the quality received at both the
corresponding node and the mobile device.

At Step 605, the mobile device 101 can begin transmitting
a third media stream using IP 301, preferably to the same
destination IP:port that MD 101 utilizes for the first media
stream. Other destination ports could also be implemented as
the destination IP:port for the third media stream, but a
change in the receiving port on CN 108 would require signal-
ing and processing overhead to negotiate the port with MD
101. By implementing standard methods available in proto-
cols such as UDP, RTP, IAX2, or proprietary protocols with
similar functionality, the duplicate media stream MS 3 302
should not degrade quality or cause other problems, and
receipt of essentially duplicate media at the corresponding
node could enhance call quality.

At Step 606, the CN 108 may begin receiving MS 3 and can
monitor the originating IP:port 304 as the source IP:port
within the packets of the media stream. The duplicate media
streams MS 1 and MS 3 may be useful for CN 108 to maintain
audio quality if the quality of MS 1 degrades while the hand-
set moves away from base station 104 or into a location of
reduced coverage or lower signal-to-noise ratios, such as
movement into a building, or in other scenarios. If packets are
dropped or contain errors in MS 1, CN 108 may compensate
for the errors by substituting the media in MS 3.

At Step 607, the corresponding node begins transmitting a
duplicate media stream MS 4 to the mobile device, preferably
utilizing IP:port 122 as the originating port and sending the
traffic to IP:port 304 on the AN NAT 119. Thus, MD 101
should receive MS 4 without requiring the negotiation of
additional or new ports on both the AN NAT 119 and CN 108.
MD 101 preferably monitors IP:ports 303 and 114 concur-
rently for the receipt of both MS 2 and MS 4. Again, the
duplicate media streams MS 2 and MS 4 may be useful for
MD 101 to maintain audio quality if communication through
1P 103 begins to deteriorate, and the packets from MS 4 can
compensate for potential loss or errors within MS 2.

The initiation of MS 4 could be programmed on the CN 108
to be automatic if the CN 108 observes the receipt of duplicate
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media at [P:port 122, or MS 4 could be initiated through a
call-control signal transmitted via the call-control channel
illustrated in FIG. 2b. The receipt of essentially duplicate
media at IP:port 122 can also function as the call-control
signal, and in this case the call-control signal is logical as
opposed to a separate packet or call-control message. I[f CN
108 implements a legacy protocol and cannot transmit the
duplicate MS 2 and MS 4 concurrently, then MS 4 could be
initiated as soon as feasible after MS 2 is terminated, and
preferably within 50 ms or receipt of a call-control message
indicating handover.

At Step 608, the MD 101 may optionally establish a media
control channel such as RTCP or similar protocols for the new
MS 4 that MD 101 receives. Reports on quality, such as a
RTCP receiver reports, may be sent back to the CN 108 at
IP:port 124. By sending a packet to this IP:port 124 from
IP:port 501, MD 101 can open and bind a new port on AN
NAT 119, whereby CN 108 can subsequently send media
control channel packets back to MD 101 for MS 3 at IP:port
502. CN 108 may need to change its originating port for
media control channel packets to the port number where it
receives media control channel packets, in order to support
possible symmetric NAT or port restricted cone functionality
on AN NAT 119. The media control channel process illus-
trated in Step 608 may be omitted, although it could be useful
for MD 101 and CN 108 to monitor quality of the new media
streams.

At Step 609, the handover is completed and MD 101 may
stop transmitting MS 1, CN 108 may stop transmitting MS 2,
and the associated media control channels, if implemented,
may be closed. The signaling to terminate MS 1 and MS 2
could be sent through the call-control channel illustrated in
FIG. 2b, or via a call control packet inserted in the media
streams. Step 609 may be optionally omitted, such that MS 1
and MS 2 will continue for the duration of the user’s media
session.
7.F1G.7

FIG. 7 is a simplified message flow diagram illustrating the
handover call-control messages and media flow between the
mobile device and corresponding node according to an exem-
plary embodiment. The protocol illustrated in 700 is accord-
ing to common, current implementations of the SIP protocol,
but many protocols that can establish media sessions between
endpoints on the Internet could be used.

At Step 701, the mobile device and corresponding node
establish a media session according to methods that are well
known in the art. Note that MD 101 may begin transmitting
media, media stream 1, before “200 OK” or equivalent, since
MD 101 may be behind a mobile network NAT (MN NAT)
105. The NAT ports for receipt of audio information in media
stream 2, such as ringing tones or busy tones, may not be
possible until an external NAT port on MN NAT 105 is
opened. Alternatively, an application layer gateway on MN
NAT 105 could properly negotiate and open the ports.
Although media is shown as RTP in Step 701, media could be
transmitted according to other protocols.

At Step 702, the MD 101 acquires a second IP address and
determines that handover is preferred. The acquisition of the
second IP address and the handover decision may be handled
at different program levels within the mobile device. For
example, the mobile device operating system 203 may man-
age the acquisition of a second IP address, while a software
application or software module may determine that handover
is preferred. For example, a software routine that is running
within the operating system 203 may determine that handover
is preferred. Another example is a program such as True-
phone® or MSN Messenger® could monitor the quality of an
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existing media session and could observe the second IP
address, IP 301, and measure the quality of the second IP
address to make decisions regarding handover.

At Step 703, the mobile device begins handover. The
mobile device may transmit media stream 3 to the corre-
sponding node. The destination IP:port for MS 3 302 is pref-
erably the same IP:port the MD 101 implements for MS 1
109, which is IP:port 122 as illustrated by system 300 in FIG.
3. Other destination ports could be used, which would likely
require additional signaling between MD 101 and CN 108.
Upon receipt of MS 3 by the CN 108 at IP:port 122 from the
alternate network 117, the CN 108 begins transmitting MS 4
to the mobile device, preferably to the IP:port 304 observed
by CN 108 as the originating or source [P:port for MS 3.

Note that an AN NAT 119 may not be present, in which
case IP:port 304 and IP:port 303 could be the same. Again,
other ports could be used as the destination IP:port for MS 4
as transmitted by CN 108, but that may require opening the
ports on the AN NAT 119, if present, and negotiating the
change in ports between MD 101 and CN 108. MD 101 may
monitor [P:port 303 for the receipt of MS 4, preferably while
continuing to receive MS 2 on IP:port 114. MD 101 may also
send a call-control signal to CN 108 to indicate that handover
is requested, such as through a SIP Re-INVITE message via
the call-control channel illustrated in FIG. 2b.

At Step 704, a media control protocol suchas RTCP may be
used, in which case MD 101 may send a packet to [P:port 124
from IP:port 501 to open and set the AN NAT 119 port 502.
Note that (i) a packet can be sent simply to open the port (i.e.,
an actual complete RTCP receiver report or similar media
control message is not required) and (ii) actual media control
messages can be transmitted later in the handover.

The packet sent from IP:port 501 to IP:port 124 in order to
open and bind IP:port 502 on AN NAT 119 may be referred to
as aport-binding packet. Opening AN NAT 119 port 502 early
in the handover process may be preferred, such as within a
few seconds of the start of transmission of media stream 3,
since utilizing the media control channel to evaluate quality
could be helpful for determining when the handover is suc-
cessful. Also, opening AN NAT IP:port 502 early in the han-
dover process, such as before an RTCP receiver report is
available for MS 4 401 allows CN 108 to transmit a RTCP
receiver report to IP:port 502, which is forwarded to IP:port
501, providing MD 101 feedback on the quality of MS 3 302
received by CN 108.

When both MD 101 and CN 108 acquire sufficient data for
reporting the quality of media streams 4 and media streams 3,
respectively, report messages on quality such as RTCP or
SRTCP receiver report messages may be transmitted and
received on (i) MD 101 at [P:port 501 via IP:port 502 on the
AN NAT 119 and (ii)) CN 108 at IP:port 124. Other RTCP
ports may be used, which would require proper negotiation
between MD 101 and CN 108, as well as properly binding
ports on AN NAT 119, if present.

At Step 705, after the handover is completed and the users
have finished the media session, the MD 101 may terminate
the call and end MS 3 and MS 4, via standard methods such as
a “BYE” with SIP or similar messages in related protocols.
8a. FIG. 8a

FIG. 8a is a simplified tabular summary illustrating packet
received timings and jitter-buffer settings during handover for
amobile device according to an exemplary preferred embodi-
ment. As discussed previously, the corresponding node may
implement legacy software or standards and be unable to
transmit dual media streams to MD 101. One example may be
if the corresponding node is an analog telephone adapter that
was commonly deployed before 2008. Another example
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could be if the corresponding node was a Cisco AS-5530
gateway with an operating system of IOS 12.3.

Both of these example corresponding nodes may imple-
ment the SIP protocol, but may not support the change in IP
address for MD 101 in a manner that includes the transmis-
sion of duplicate media streams. In this instance, the MD 101
could issue a SIP Re-Invite or similar messages to change the
destination IP address for media transmitted from the CN
108. This can establish the new media stream 4. However, if
legacy standards are implemented, MS 2 would likely be
terminated at the same time MS 4 is initiated, resulting in a
possible temporary increase in packet delay during the tran-
sition. An illustration of this delay and a recommended
example solution is illustrated in FIG. 8a.

The Source IP 801 in FIG. 84 shows an example source IP
address and port number for media packets received at MD
101. The Destination IP 802 in FIG. 8a shows an example
destination 1P address and port number for media packets
received at MD 101. The Packet Receipt Time 803 shows an
example time increment when MD 101 receives each media
packet. In this illustration, the media is transmitted according
to a codec with 20 ms frames, such as GSM-EFR, AMR,
standard G729.b frames, iLBC with 20 ms frames, or G.711
transmitted at 50 packets per second. The “Time Since
Receipt of Previous Packet” 804 illustrates in milliseconds
the delay and variation in delay from the underlying packet
switched network.

With a high-quality, managed network planned for next
generation, [P-based mobile networks such as WiMax or
LTE, the jitter should remain relatively low under normal
circumstances. One common measure of jitter is the standard
deviation of packet arrival time, which is also shown as Jitter
805 in FIG. 8a. For example, during the last 15 packets
received by MD 101 and transmitted by CN 108 via the
mobile network 102 and within MS 2 110, the jitter is
approximately 6.8 milliseconds.

A jitter buffer is commonly used with VoIP applications in
order to smooth the playout of media and avoid dropping
incoming packets due to unevenly spaced packet arrival
times. Under normal circumstances, a jitter-buffer size of 60
ms should be sufficient to handle network jitter of 6.8 ms, as
illustrated in the “Default Jitter Buffer Size” 806 column.
Also, note that reducing a jitter buffer is generally preferred,
by reducing delay for observed speech or transmitted media.
However, the tradeoff for reducing the jitter buffer is that
packets could be dropped if they arrive outside of the jitter-
buffer window.

As shown in FIG. 8a and highlighted in bold, applying the
default jitter-buffer size of 60 ms may result in lost packets
during the handover with receipt of the first media packet
after handover being at time 13:23:54.668. Note the example
significant increase in delay for the first packet received rep-
resents a “break before make” handover implemented for
media transmitted by the corresponding node. The delay pro-
file for packets received will likely change upon handover, as
the media packets take a new route through the Internet. In
addition, there is some overhead processing time required on
CN 10810 (i) process the SIP Re-Invite or equivalent message
in a different protocol and (ii) change the routing of outbound
packets from MS 2 to MS 4 during a “break before make”
handover.

The example delay for packets received may have a sig-
nificant spike for the first packet received at IP 301, as illus-
trated at time 13:23:54.668. The example packet delay shown
falls outside the default jitter-buffer window illustrated in the
“Default Jitter Buffer Size” 806 column, so the packet high-
lighted in bold would be dropped. In fact, more than one
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packet may be dropped immediately after handover in the
example shown in FIG. 8a, as the jitter buffer attempts to
rapidly expand and address the significantly different jitter
profile that results from the new routing of inbound media
packets to MD 101.

According to a preferred embodiment of the present inven-
tion, the jitter-buffer size in the MD 101 can be increased
gradually before transmission of a SIP Re-Invite or similar
handover call-control message or signal, in order to address a
possible temporary increase in jitter for received media pack-
ets upon handover. The function of a “handover predicting
jitter buffer” 222 is illustrated in the “Handover Predicting
Jitter Buffer” column 807. With a handover-predicting jitter
buffer 222, a software routine may increase the size of the
jitter buffer before handover, and decrease the size of the jitter
buffer after handover.

The rate of increase and then decrease in the jitter-buffer
size or the playback of media from the jitter buffer could be
sufficiently small to avoid significant distortion of audio or
video playback to users. Although an example step is shown
in FIG. 8a of adjusting the jitter buffer by 5 ms for approxi-
mately every 20 ms of audio received, the adjustment could be
a smaller step such as 2-3 ms for every 20 ms of audio
received. In addition, the step function of increases in incre-
ments of 5 ms shown in column 807 could represent the
gradual lengthening of playback of media to a user, while the
handover-predicting jitter buffer could implement a larger
increase in the actual butfer size. During stable periods before
and after the handover, the handover-predicting jitter buffer
222 size could match a “Default Jitter Buffer Size” 806, such
as 60 ms before handover and 80 ms after handover as illus-
trated. Other default jitter-buffer sizes could be used, depend-
ing upon the jitter profile of packets received before and after
handover.

A handover-predicting jitter buffer can smooth the play-
back of audio if the jitter profile suddenly changes upon
handover. For example, if the corresponding node 108 is a
gateway to the Public Switched Telephone Network (PSTN)
that implements the SIP protocol, such as a Cisco AS-5400 or
similar gateway, a SIP Re-Invite command from MD 101
typically will need to be issued to direct the gateway to
establish MS 4 401 while terminating MS 2 110. Since the
sequence and number of hops for the media packets sent to
MD 101 from the gateway will change, the jitter profile of the
arriving media will also likely change and can significantly
increase.

If (a) the initial media session was set up on the MN 102
and (b) the gateway, or CN 108, also resides on MN 102, the
jitter may be a lower value before a handover to alternate
network 117, with Internet access provided by a third party
ISP. The reason is that the mobile operator may control the
network and all router hops between the mobile device and
the gateway through the mobile network in this example and
thus can manage packet jitter and delay. When the MS 2 is
switched to MS 4 and transmitted to AN NAT 119, the packets
transmitted by CN 108 may traverse the public Internet and
likely have additional hops to reach the ISP that provides
broadband service for the AN NAT 119, resulting in addi-
tional jitter. As illustrated in FIG. 8a, a handover-predicting
jitter buffer can increase the jitter-buffer window prior to
handover to avoid distortion of the audio that would result
from (i) packets being dropped by falling outside of the jitter
buffer window or (ii) a rapid increase in the default jitter
buffer size to compensate for the sudden, unexpected increase
in jitter at handover.
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8b. FIG. 85

FIG. 86 is a flow chart illustrating exemplary steps for a
software routine to monitor the trend in the quality of network
connections and to determine whether a handover is pre-
ferred. In Step 808, MD 101 begins monitoring an alternate
network such as AN 117, such as when a new network is
initially detected through a physical interface 201. In Step
809, MD 101 measures the quality of the network providing
services for IP 103, such as measuring signal-to-noise ratios,
bit errors, packet loss, delay, etc., and MD 101 could record
the measurement in memory to keep a trend of the data over
time for subsequent analysis.

Similarly, MD 101 can measure the quality of the network
providing services for IP 301 in Step 810 and also update
memory with the new measurement. The measurements in
809 and 810 could also include evaluations of other network
characteristics, such as the total bandwidth available. At Step
811, MD 101 can extrapolate trends in performance into the
future for network quality on the two networks, such as pre-
dicting performance over the next 10 seconds, as one
example. The extrapolation could be performed using linear
regression or another regression technique that best suits the
data, such as an exponential regression for example. In addi-
tion, the sequence of steps 809, 810, and 811 could be in a
different order.

In Step 812, a software routine compares the predicted
network performance in the future, using the extrapolated
trends predicted in Step 811. The example timeframe for
evaluation is illustrated is 5 seconds in the future in FIG. 85,
although other timeframes could be used. The timeframe in
the future could also be dynamically determined based upon
the rate of change in repeated measurements in Step 809 and
Step 810. For example, if the network quality is observed as
rapidly changing, then the timeframe to compare the two
connections in the future could be smaller, such as comparing
the two networks 2 seconds into the future. If the network
quality is observed as being more stable, then the timeframe
to compare the two connections in the future could be larger,
such as comparing the two networks 15 seconds into the
future.

At Step 812, if the software routine determines that the
network providing services via IP 103 is preferred, no han-
dover request is made and the network monitoring returns to
Step 809 and may continue. If the software routine deter-
mines that the network providing IP 301 will be preferred in
the future, such as within the next five seconds, MD 101 can
begin preparing for handover. In Step 813, MD 101 may begin
increasing the size of the handover-predicting jitter buffer
222, for example. Thus, the routine monitoring the perfor-
mance of network connections could be coupled to the routine
controlling the handover-predicting jitter buffer. Also in Step
813, the MD 101 could initiate handover by transmitting a SIP
Re-Invite, a similar call-control message such as a non-media
packet within MS 1, or simply begin transmitting MS 3 to
signal handover to CN 108. And other possibilities exist as
well for indicating initiation of handover.

The software routine illustrated in FIG. 85 could also be
implemented in hardware, or operated by a remote server
separate from MD 101. The steps outlined in FIG. 85 could
also be applied when a mobile device has three or more
available networks, where each of the networks is measured
and then compared, and a preferred handover may also be
predicted between the multiple different available networks.
9.FIG.9

FIG. 9 is a graphical illustration of an exemplary system
where the mobile device initiates handover, and the corre-
sponding node accesses the public Internet through a full
cone NAT router, according to an exemplary embodiment.
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For the system 900 illustrated in FIG. 9, the alternate network
117 is shown as the mobile operator’s WAN, representing the
target network for the handover. The initial network 901 is the
network where the first media session with CN 108 was
established. Alternatively, the initial network 901 could be the
network to which a previously-established call has already
been handed over, such as if the user was moving through
several different networks during a call.

In order to obtain connectivity to the Internet through the
alternate network 117, the mobile device 101 can acquire a
new [P address (IP) 301 that is provided by the alternate
network 117. System 100 and system 900 illustrate that the
alternate network (i.e. the network that is the target of a
potential or actual handover) can be of any one of a variety of
network types, and in general is any network from which an
endpoint—such as MD 101—would obtain a new IP address
for communicating over the public Internet 106.

For example, even though the mobile network operator
may refer to the mobile network 102 as the “home network”,
for the purposes of the efficient handover techniques of the
present invention, the mobile network 102 may also be an
alternate network 117, representing a target network to which
a mobile device may prefer to transfer an existing media
session such as a telephone call or a “peer-to-peer” voice or
video communication. The example IP addresses shown in
FIG. 9 within AN 117 and the Initial Network 901 are for
illustration purposes and are shown as similar to the IP
addresses illustrated in FIGS. 1 through 4, although the IP
addresses within AN 117 and the Initial Network 901 in
System 900 could be different from the IP addresses illus-
trated in FIGS. 1 through 4.

The corresponding node 108 may have a private [P address
(CNIP) 902. The corresponding node 108 may be connected
to the public Internet 106 via a full cone NAT router 903. A
software program operating at the corresponding node CN
108 may determine the NAT type for NAT 903 through stan-
dard techniques such as Simple Traversal of UDP through
NATs (STUN) or similar methods such as those illustrated in
system 200. A port on a full cone NAT external interface,
which is open and bound to an IP:port on the internal network,
may generally be open to all IP addresses on the public
Internet. CN 108 is not required to confirm that NAT router
903 is a full-cone NAT in order to implement the techniques
illustrated herein. In addition, CN NAT 903 may perform
firewall functions only and not network address translation.
In this case, CN NAT 903 could be considered a full cone
firewall, such that any server on the public Internet can trans-
mit a packet to CN 108 at an IP:port where CN 108 had
recently transmitted an outgoing packet.

A media session between MD 101 and CN 108 has previ-
ously been established through protocols and a system such
as the system shown in FIG. 26. The communication consists
ofa first media stream MS 1 109 transmitted from MD 101 to
CN 108 and a second media stream MS 2 110 transmitted by
CN 108 to MD 101. Although not illustrated in FIG. 9, a
media control channel such as RTCP or STRCP may option-
ally be implemented, but is not required, and other quality
feedback mechanisms could be utilized as well, such as
inserting quality feedback messages into MS 1 or MS 2. The
full cone NAT 903 maps packets transmitted and received at
its external interface to the CN IP address 903 with associated
ports.

MD 101 may acquire IP 301 in part due to movement.
Alternatively, both IP 103 and IP 301 may be present and
active on MD 101 when the media session with CN 108 was
established, and MD 101 previously determined that IP 103
was preferred for communication for one or a combination of
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multiple reasons previously illustrated, such as superior qual-
ity, lower costs, higher bandwidth, etc. For example, physical
movement of MD 101 is not necessary to leverage the advan-
tages of implementing the present invention. MD 101 could
be stationary and either (i) acquire a new IP address IP 301 as
the signal from AN 117 improves, or (ii) have multiple IP
addresses assigned and active, whereby MD 101 monitors the
multiple IP addresses for quality and determines that a han-
dover is preferred as the multiple network-quality profiles
change.

These two cases represent a situation where the signal
strength at a particular physical location is dynamic, such as
due to periodic interference or other sources of variation in
network quality. One possible example is if a user is located in
a residence at the initial network 901 and MD 101 commu-
nicates through a local WiFi access point 118 for an existing
media session, and then a family member turns on a micro-
wave oven nearby, which could interfere heavily with 802.11
signals at 2.4 GHz. Microwave ovens typically operate at
power levels of hundreds of watts close to 2.4 GHz. With (i)
anactive media session established and (ii) both IP 103 and IP
301 assigned and active on MD 101, MD 101 may determine
that handover from IP 103 to IP 301 is preferred even though
the mobile device is stationary in this example involving high,
unexpected interference. This example also illustrates that
rapid handover techniques are preferred and that the need for
a handover may not be readily predictable by MD 101. The
efficient handover techniques outlined in the present inven-
tion can provide rapid handover of media to minimize the
impact on voice or video quality for the user.

To initiate handover, MD 101 preferably begins transmit-
ting a third media stream MS 3 302 from IP 301 to CN NAT
903 at IP:port 904 when MD 101 determines that handover is
preferred. CN NAT 903 subsequently receives two media
streams at [P:port 904, shown in FIG. 9 as the destination IP
address and port for both MS 1 109 and MS 3 302. CN NAT
903 may then forward packets in both media streams to the
same port implemented by CN 108 for the receipt of MS 1
109, shown as IP:port 905.

Call-control messages from MD 101 to CN 108 may be
transmitted as well in order to support or further control the
handover process, although according to a preferred exem-
plary embodiment, MS 3 302 can be transmitted by MD 101
before a handover call-control message is transmitted by MD
101, in order to speed the handover process. MD 101 prefer-
ably performs a “make before break” handover, so MS 1 109
and MS 3 302 are transmitted concurrently. CN 108 could
observe that MS 3 302 and MS 1 109 are effectively duplicate
media streams. Alternatively, MD 101 may perform a “break
before make” handover, and simply cease transmission of MS
1109 when MS 3 302 is initiated, although sending duplicate
media streams from MD 101 may be preferred.

CN 108 should process the duplicate media streams, or the
single MS 3 302 if “break before make” handover is per-
formed, without requiring any previous signaling, and the two
streams of media received by CN 108 may not be identical
copies, as each stream may have different levels of packet
loss, bit errors, or jitter. Preferably, CN 108 can process both
media streams in order to obtain a superior representation of
the media transmitted by MD 101. For example, if CN 108
determines that a particular packet in MS 1 likely has bit
errors, but that the equivalent packet in MS 3 is received
without errors, then CN 108 may utilize the packet in MS 3 for
media playback. Conversely, if CN 108 determines a second
packet in MS 3 was lost but the equivalent packet in MS 1 was
received, then CN 108 may utilize the second packet from MS
1 for media playback. Consequently, a receiving node may
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combine information received in two separate media streams
for reasons such as reducing errors.

Further, MD 101 may implement different codecs for
transmitting MS 1 and MS 3. MD 101, CN 108, or server or
host on the Internet may have determined that a higher band-
with codec such as G.711 is preferred for MS 1 when MS 1
was established, due to high bandwidth availability or lower-
cost bandwidth at IP 103. However, a different codec such as
AMR may be preferred for communication through the alter-
nate network 117. For example, the alternate network 117
may have lower bandwidth, more expensive bandwidth, or
higher bit errors, and consequently a mobile network codec
such as GSM-EFR or AMR may be preferred for MS 3 over
the codec implemented for MS 1.

MD 101 and CN 108 may have shared a supported codec
list when establishing the first media session using a system
similar to that depicted in FIG. 2b. Consequently, MD 101
may begin transmitting MS 3 formatted in a different codec to
CN NAT 903 IP:port 904 upon the initiation of handover. In
this case, CN 108 preferably supports the different codec for
MS 3 and processes the duplicate media streams in order to
minimize potential gaps or errors in media received during
handover. The media in FIG. 9 may be sent as RTP or SRTP,
although other methods of sequencing the media packets
transmitted could also be implemented.

10. F1IG. 10

FIG. 10 is a graphical illustration of an exemplary system
where the mobile device and corresponding node transmit
and receive media upon completion of handover and the
corresponding node connects to the Internet through a full
cone NAT router, according to an exemplary embodiment.
According to a preferred exemplary embodiment illustrated
in system 1000, when CN 108 receives MS 3 302 via the CN
NAT 903, CN 108 may begin transmitting a fourth media
stream MS 4 401. In addition, CN NAT 903 may be a firewall
and not perform network address translation functions. For
example, if IPv6 is implemented then the need for network
address translation is significantly reduced due to the avail-
ability of a large number of routable addresses. However, a
user or an ISP managing the Internet connectivity for CN 108
may desire the security benefits of a NAT, and thus restrict
incoming packets on a particular IP:port until outgoing pack-
ets have first been transmitted. Thus, CN NAT 903 may be a
firewall instead of a NAT.

According to a second exemplary embodiment, CN 180
can begin transmitting MS 4 401 upon the receipt of a call-
control signal, which may consist of (i) a SIP Re-Invite, (ii) a
call-control message inserted into media stream 1 109 or MS
3 302, or (iii) changes in the UDP checksums for packets in
MS 1109, among other options.

CN 108 observes that the source IP address for MS 3 302 is
1P:port 304, representing the external port on AN NAT 119
that binds to MD 101 IP:port 303. CN 108 preferably trans-
mits MS 4 401 to AN NAT 119 IP:port 304 using as a source
IP:port the same IP:port used to receive MS 3 302, which is
IP:port 905. One benefit of transmitting MS 4 401 packets
from CN 108 from the same IP:port at which CN 108 receives
MS 3 302 is that AN NAT 119 may be symmetric or a port-
restricted cone NAT.

According to a preferred exemplary embodiment, CN 108
may begin transmitting MS 4 401 without a handover call-
control message or explicit call-control signal from MD 101.
CN 108 can observe the duplicate media streams MS 1 109
and MS 3 302, where media is transmitted from MD 101 with
different source IP addresses. The receipt of duplicate media
streams may signal to CN 108 that MD 101 is initiating
handover and has a new preferred IP address. Additionally,
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after MD 101 begins transmitting MS 3 302, MD 101 may
then transmit a call-handover message to CN 108 via a call-
control channel such as the one illustrated in FIG. 25. This
call-handover message could be sent by MD 101 from one or
both of IP 103 and IP 301.

Preferably, the transfer of media from CN 108 to MD 101
at [P 301 is implemented via “make before break” methods,
whereby MS 4 401 and MS 2 110 could be transmitted con-
currently for a period of time until the handover is complete.
That is, CN 108 can start transmitting media stream 4 401
before stopping transmission of media stream 2 110. CN 108
may preferably transmit MS 4 401 to the [P:port observed as
the originating IP:port for MS 3 302, which is illustrated as
IP:port 304 in system 1000. MD 101 may monitor both
IP:port 114 and IP:port 303 concurrently for the receipt of
media from CN 108, after the start of transmission of MS 3 by
MD 101.

In system 1000 illustrated in FIG. 10, CN 108 can transmit
MS 4 401 to AN NAT 119 with the destination IP:port 304
from the source IP:port 905, which is also used by CN 108 for
the receipt of packets in MS 3 302 and also MS 1 109. This
allows MS 4 401 to traverse both AN NAT 119 and CN NAT
903 without opening, determining, and communicating new
ports between MD 101 and CN 108 in the presence of the two
NATs. A process of opening, determining, and communicat-
ing new ports may both add complexity to the handover
process and also impair performance of the handover. MD
101 should monitor IP:port 303 for MS 4 401, since the AN
NAT 119 would generally otherwise drop packets on ports not
previously opened by MD 101 and properly mapped by AN
NAT 119. Alternative techniques to seek a different IP:port on
AN NAT 119 than IP:port 304 for receipt of media destined to
MD 101 at IP 301 may not be reliable, if AN NAT 119 is a
symmetric NAT.

Voice activity detection (VAD) may preferably be disabled
within MS 3 302 and MS 4 401 in order to keep IP:port 304 or
IP:port 904 open and bound. Alternatively, VAD techniques
that send silence descriptor packets more frequently than
every few seconds could be implemented in order to keep the
NAT ports open and bound. MD 101 may also wish to con-
tinue the media control channel with the CN 108 after MS 3
and MS 4 are established. The media control channel may
also beuseful as a feedback mechanism to each node that their
transmitted media is properly received, before terminating
either MS 1 or MS 2.

System 1000 illustrates the transmission of the media con-
trol channel as RTCP, although other techniques such as
SRTCP or proprietary protocols could be implemented; or the
media control channel could be omitted or embedded directly
into the media stream, among other possibilities. MD 101
may establish a new media control channel RTCP stream 4
503 by sending RTCP reports from IP:port 501 to IP:port
1001 on CN NAT 903, which then are routed to CN 108
IP:port 1002, and during this process AN NAT 119 will create
a new external port binding IP:port 1003 to the internal
IP:port 501 assigned to MD 101. IP:port 1001 may be the
same port on CN NAT 903 implemented to receive RTCP
packets before handover, such as with the media control pack-
ets for MS 2 110.

Upon receipt of packets in RTCP stream 4 503 at CN 108
IP:port 1002, the corresponding node can observe the origi-
nating IP:port 1003 within the IP headers of the RTCP packet.
Consequently, CN 108 may now begin transmitting RTCP
reports regarding MS 3 302 to IP:port 1003 on AN NAT 119,
thereby creating RTCP stream 3 504. AN NAT 119 forwards
packets in RTCP stream 3 504 to [P:port 501 on MD 101 at IP
301. Thus, in order to effectively support a media control
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channel through AN NAT 119 and CN NAT 903, both CN 108
and MD 101 may implement the same IP:ports on their pri-
vate IP addresses for sending and receiving media control
packets, as shown by IP:port 501 and IP:port 1002.

11.F1G. 11

FIG. 11 is simplified tabular summary illustrating the
source and destination IP addresses for media and media
control packets transmitted and received during handover
process according to an exemplary embodiment. The use of
NATsS at both nodes, such as alternate network NAT 119 and
corresponding node NAT 903, increase the complexity of
managing communications between MD 101 and CN 108.
Each call control, media, or media control channel packet
transmitted and received should have a source IP address and
a destination IP address, as well as a source port number and
a destination port number. Various example IP addresses and
ports for the present invention are illustrated throughout
FIGS. 1-9. The tabular summary in FIG. 11 illustrates
example headers on packets within both the media and media
control streams according to an exemplary embodiment illus-
trated in FIGS. 9 and 10.

The headers on a packet may be different as a packet routes
(1) between MD 101 and AN NAT 119, (ii) between the
external interfaces of the AN NAT 119 and CN NAT 903, and
(iii) between CN NAT 903 and CN 108. In addition, multiple
levels of NATs may connect either MD 101 or CN 108 to the
Internet, and a single NAT is shown for each node in FIG. 11.
If multiple NAT's are deployed between a node and the public
Internet 106, in general their combined function may be to act
as a single logical NAT for most applications such as voice
and media.

The packet headers for both media and a media control
channel for all four media streams and media control chan-
nels in system 900 and system 1000 are illustrated in FIG. 11.
An RTCP media control channel is illustrated in FIG. 11,
although other media control packets could be inserted
directly into the media streams, if the protocol implemented
by the nodes support this type of logical channel. In addition,
the media control channel could be omitted or partially omit-
ted, such that RTCP or related techniques are implemented
before handover, and then RTCP or the related techniques are
notimplemented after handover, thereby simplifying the han-
dover process.
12.F1G. 12

FIG. 12 is a graphical illustration of an exemplary system
where the mobile device performs handover between two
heterogeneous mobile networks, according to an exemplary
embodiment. In addition to handover of active media sessions
between a LAN and a WAN, as illustrated by systems 100,
200, 300, and 400 in FIGS. 1 through 4, the mobile device
could also perform handover between two independent
WAN:Ss utilizing the techniques of the present invention. The
type of handover may be particularly beneficial to allow
roaming between two separate service providers in a manner
that allows active media sessions to remain both open and
seamlessly transitioned for a user.

Handover for active mobile voice calls between roaming
networks may not be supported on legacy networks such as
GSM 2@, although idle handover may be supported. This lack
of handover for active calls upon movement to a roaming
network would likely result in dropped calls for a user. If the
mobile networks provide connectivity to the Internet and IP
addresses to a mobile device, the mobile device can perform
handover in a manner that will keep the call active for the user
by utilizing the techniques described herein.

According to system 1200 illustrated in FIG. 12, two sepa-
rate mobile network operators, mobile network A 1201 and
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mobile network B 1202, each provide connectivity to the
Internet to mobile devices. A user may receive service from
mobile network A 1201, and MD 101 has established a media
session with CN 108, consisting of MS 1 109 and MS 2 110.
Media from MD 101 is transmitted using IP:port 113, repre-
senting the source IP address and port for packets transmitted
by MD 101 at IP 103.

The mobile network A NAT 105 (MN A NAT 105) converts
the source IP address and port for media packets transmitted
by MD 101 to IP:port 115, representing the source I[P address
and port for media packets transmitted by MN A NAT 105.
This conversion of IP:port 113 to IP:port 115 may take place
with or without an application layer gateway (ALG) function-
ality within mobile network A NAT 105. If the media session
between MD 101 and CN 108 is established using a protocol
not understood by the ALG, or possibly through messages
that are encrypted between MD 101 and CN 108, the ALG in
MN A NAT 105 should not normally attempt to modify port
numbers within the body of packets transmitted, and thus MN
A NAT 105 would function as a regular NAT without ALG
functionality. One example may be if MD 101 communicates
with CN 108 according to the IAX2 protocol or the Jingle
specification implemented by GoogleTalk®, while MN A
NAT 105 operates as a SIP application layer gateway and
NAT.

CN 108 may connect to the Internet via a full cone NAT
router 903 as illustrated in FIG. 12, or alternatively CN 108
may have a publicly-routable IP address. Although IPv4
addresses are illustrated by system 1200 in FIG. 12, IPv6
addresses could be used. In addition, IPv6 addresses could be
used in some elements in FIG. 12, such as through the public
Internet 106 and on the mobile networks A and B, while other
elements use IPv4, such as on the CN 108. In this case, the CN
NAT router 903 may also translate between IPv4 and IPv6
packets.

The MD 101 may approach a second mobile network B due
to user movement. Some possibilities for MD 101 being able
to communicate via the second mobile network B include (i)
the user having an account with mobile network B, (ii) mobile
network A may have a roaming agreement with mobile net-
work B, and (iii) mobile network B providing WAN wireless
IP services for free in order to sell advertising to users, among
other possibilities. Further, mobile network A and mobile
network B may operate different underlying mobile network-
ing technologies, such as mobile WiMax for mobile network
A (802.16e, 802.20, or subsequent or related standards) and
3GPP LTE for mobile network B. Alternatively, mobile net-
work B could be a municipal WiFi network, for example.

The media sessions illustrated by system 1200 in FIG. 12
can be managed by MD 101, and handover can occur between
the different network technologies, it MD 101 has (i) the
appropriate hardware interfaces to properly communicate
with each network, such as the appropriate physical interfaces
201 and device drivers 202, and (ii) the user is authorized to
access each network. As MD 101 acquires a sufficiently high
signal-to-noise ratio from a base station 104 within mobile
network B 1202, MD 101 can connect and authenticate with
mobile network B and acquire IP 301, while continuing to
communicate with CN 108 via IP 103. MD 101 may have
gathered information that CN 108 is behind a full cone NAT
when establishing the first media session consisting of MS 1
109 and MS 2 110.

Upon acquiring IP 301, MD 101 begins transmitting a third
media stream 3 302 to IP:port 904 on CN NAT 903. This third
media stream may represent a copy of MS 1 109, similar to
“make before break” methodologies for mobile handover.
Since CN NAT 903 may be a full cone NAT or firewall with
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packet filtering rules equivalent to a full cone NAT but with-
out network address translation, packets from both MS 1 and
MS 3 are forwarded to CN 108 IP:port 905. CN 108 prefer-
ably accepts both media streams and may combine the dupli-
cate media in order to compensate for errors in any one
individual stream.

CN 108, upon starting to receive MS 3 302, begins trans-
mitting MS 4 401 back to MD 101 at IP 301. The destination
IP:port for MS 4 401 is preferably IP:port 1203, which is
observed by CN 108 as the source IP:port for MS 3 302. MD
101 can consequently both transmit and receive media with
CN 108 on [P:port 303 at IP 301. Likewise, CN 108 can both
transmit and receive media on IP:port 905.

Upon establishment of MS 3 and MS 4, a new media
control channel can also be established, according to the
techniques described in FIG. 5. The media control channel is
optional, but establishment and use of the media control chan-
nel may be preferred since feedback on media quality
received at each node may be helpful for determining that the
handover is complete and successful. MD 101 can cease the
transmission of MS 1 and also the associated media control
channel RTCP stream, if present, upon the completion of
handover. CN 108 can cease the transmission of MS 2 and
also the associated media control channel RTCP stream, if
present, upon the completion of handover. MD 101 at IP 301
can then continue to monitor for other available networks and
potential preferred IP addresses for communication, and per-
form subsequent efficient handovers according to the systems
and methods described herein.
13.F1G. 13

FIG. 13 is a flow chart illustrating exemplary steps for a
mobile device to perform handover between heterogeneous
data networks. In Step 1301, MD 101 can establish a media
session such as a voice call with a corresponding node 108. In
Step 1302, MD 101 can transmit a first media stream 109 to
the corresponding node 108 and receive a second media
stream 110 from the corresponding node. In Step 1303, MD
101 can acquire a second IP address, IP 301, and can measure
the quality of the network connections. In addition, MD 101
may measure the quality ofthe network connections before IP
301 is assigned to MD 101, such as properties related to the
physical or data-link layer, including signal-to-noise ratio or
bit errors. Measurements of IP network-level quality at IP
301, such as packet loss and jitter may require the assignment
of IP 301 to MD 101. In Step 1304, MD 101 can determine
that a handover is preferred according to one or more of the
methods described herein, as examples.

In Step 1305, MD can begin the handover process by
transmitting a third media stream 302 from IP 301 at [P:port
303 to a corresponding node. The corresponding node at step
1305 could also be a relay, as illustrated in FIG. 25, which
then forwards packets to the corresponding node 108 at
IP:port 122. This is an example of where a corresponding
node may also be a relay to a second corresponding node. If
the corresponding node is not a relay, MD 101 could transmit
MS 302 directly to CN 108 at IP:port 122 in Step 1305. In
Step 1306, MD 101 can transmit a call-control message such
as a SIP Re-Invite to CN 108, and other protocols or call-
control messages could be used as well. Steps 1305 and 1306
could be interchanged. In Step 1307, MD 101 may receive a
fourth MS 401 at the IP address and port implemented to
originate the third media stream, which is illustrated as
IP:port 303 in FIG. 4.
14.F1G. 14

FIG. 14 is a graphical illustration of an exemplary system
where the corresponding node performs as a relay to a termi-
nating node, according to an exemplary embodiment. One
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principle of media communications across the Internet is that
the transmission of media directly between endpoints is gen-
erally preferred. Direct communication can both reduce delay
and also avoid the cost of routing packets through an inter-
mediate server, such as a Back-to-Back User Agent (B2BUA)
in the SIP protocol, a home agent (HA) within the Mobile IP
specification (IETF RFC 3344 and related standards), or a
relay for the traversal of communication between endpoints
behind NATs. In addition, direct communication between
nodes may improve quality by reducing the probability of lost
packets by decreasing the total number of router hops a packet
may traverse between endpoints.

However, in some cases the direct routing of packets
between endpoints may not be available, such as if both nodes
connect to the public Internet 106 via symmetric NATs. If
packets between a mobile device and a terminating node are
routed through an intermediate server, the server may also
function as a corresponding node for the mobile device. In
this example case of the corresponding node bridging the
communication between a mobile device and a terminating
node, the encoding and decoding of media may not take place
on the corresponding node, in order to reduce processing load
on the corresponding node as well as preserve media quality,
since multiple encodings and decodings of media can degrade
quality. An intermediate server functioning as a correspond-
ing node could also implement the techniques described in
the present invention in order to both expedite and simplify
the handover process.

In system 1400, CN 108 operates as an intermediate server
between MD 101 and a terminating node (TN) 1401. CN 108
could be a device that communicates with both MD 101 and
TN 1401, such as a Mobile IP Home Agent, SIP B2BUA, or
a relay, among other possibilities. TN 1401 can be another
mobile device, a personal computer operating a software
program, or similar endpoint for the receipt and transmission
of media across the Internet, among other possibilities. TN
1401 may have a private IP address and connect to the Internet
via a NAT router 1402. NAT router 1402 can be different than
NAT router 903, since NAT router 1402 may be of any stan-
dard type, including port-restricted cone, symmetric, or full
cone. NAT router 903 may be restricted to the full cone type.

MD 101 can establish a media session with CN 108 by
transmitting MS 1 and receiving MS 2. Communication
between MD 101 and TN 1401 is obtained by CN 108 re-
routing MS 1 to TN 1401 and also re-routing media from TN
1401 to MS 2. MD 101 could have previously handed over
MS 1 and MS 2 to CN 108 in preparation for a second
handover to IP 301. When MD 101 determines that commu-
nication with CN 108 is preferred via IP 301, MD 101 can
initiate a handover. The handover can begin by MD 101
transmitting MS 3 to the same IP address and port imple-
mented at the corresponding node for the receipt of MS 1,
illustrated as IP:port 122. MS 3 and MS 1 may preferably
represent essentially duplicate copies of the media, according
to a “make before break™ handover. The copies of the media
do not have to be identical.

Upon receipt of duplicate media at [P:port 122, CN 108
may begin transmission of MS 4 without previously requiring
a call-control message to be processed. A signal that MD 101
is performing handover can be communicated to CN 108 by
(1) the receipt of MS 3 at IP:port 122, (ii) a call message via a
call-control channel, (iii) a packet inserted within MS 1, or
(iv) a change in the UDP checksums for packets within MS 1,
among other options. Media packets do not have to be trans-
mitted by UDP, and other transport protocols could be imple-
mented as well, such as TCP.
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CN 108 can transmit both MS 2 and MS 4 concurrently,
also representing a “make before break” handover. MD 101
can monitor both IP 103 and IP 301 for the receipt of MS 2 and
MS 4, respectively. A separate call-control message confirm-
ing handover can be processed by CN 108 after the transmis-
sion of MS 4 begins. The call-control message may need to
traverse a call-control channel via a series of proxy servers as
illustrated in FIG. 2b. By transmitting MS 4 before a call-
control message is separately received at CN 108, the time
required to implement handover of media can be reduced.

In FIG. 14, CN 108 may not need to make any changes in
the communication with TN 1401 as MD 101 performs the
handover. The duplicate media streams MS 1 and MS 3 can be
filtered into a single media stream. In addition, CN 108 per-
forms the action of bi-casting a single media stream received
from TN 1401 to the two addresses IP 103 and IP 301. Con-
sequently, TN 1401 need not be aware of the handover by MD
101.
Conclusion

Various exemplary embodiments have been described
above. Those skilled in the art will understand, however, that
changes and modifications may be made to those examples
without departing from the scope of the claims.

What is claimed is:
1. A method comprising:
transmitting, by a computing device, a first media stream
associated with a media session, wherein transmitting
the first media stream comprises (i) using a first Internet
Protocol address and port (IP:port) number as a source
IP address and source port of the first media stream, and
(i) using a second IP:port number as a destination IP
address and destination port of the first media stream;

receiving a second media stream from the second IP:port
number;

acquiring a third IP:port number;

determining a network quality associated with the first

IP:port number and a network quality associated with
the third IP:port number;
making a determination, based at least in part on at least
one of the network quality associated with the first
IP:port number and the network quality associated with
the third IP:port number, to handover the media session
from the first IP:port number to the third IP:port number;

in response to making the determination, transmitting, by
the computing device, a third media stream, wherein
transmitting the third media stream comprises (i) using
the third IP:port number as a source IP address and
source port of the third media stream, and (ii) using the
second IP:port number as a destination IP address and
destination port of the third media stream; and

receiving a fourth media stream from the second IP:port
number.

2. The method of claim 1, wherein the third media stream
starts before the first media stream stops.

3. The method of claim 1, wherein the fourth media stream
starts before the second media stream stops.

4. The method of claim 1, wherein the fourth media stream
starts before the second media stream stops.

5. The method of claim 1, further comprising:

in response to making the determination, transmitting a

call-control signal to indicate the handover.

6. The method of claim 5, wherein the call-control signal
comprises at least one packet inserted within the first media
stream or the third media stream.

7. The method of claim 1, wherein determining the network
quality is based on at least one of round-trip delay, packet
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loss, bit error, and jitter for a respective media stream associ-
ated with a respective IP:port number.

8. The method of claim 1, further comprising:

establishing a media control channel.

9. The method of claim 8, further comprising:

transmitting and receiving, by the computing device,

media control channel packets, via the established
media control channel, at the third IP:port number.

10. The method of claim 1, wherein the third media stream
includes at least a portion of the first media stream, and
wherein the fourth media stream includes at least a portion of
the second media stream.

11. A non-transitory computer readable storage medium
having stored therein instructions, that when executed by a
computing device, cause the computing device to perform
functions comprising:

transmitting a first media stream associated with a media

session, wherein transmitting the first media stream
comprises (i) using a first Internet Protocol address and
port (IP:port) number as a source IP address and source
port of the first media stream, and (ii) using a second
IP:port number as a destination IP address and destina-
tion port of the first media stream;

receiving a second media stream from the second IP:port

number;

acquiring a third IP:port number;

determining a network quality associated with the first

IP:port number and a network quality associated with
the third IP:port number;

making a determination, based at least in part on at least

one of the network quality associated with the first
IP:port number and the network quality associated with
the third IP:port number, to handover the media session
from the first IP:port number to the third IP:port number;

in response to making the determination, transmitting a

third media stream, wherein transmitting the third media
stream comprises (i) using the third IP:port number as a
source IP address and source port of the third media
stream, and (i) using the second IP:port number as a
destination IP address and destination port of the third
media stream; and

receiving a fourth media stream from the second IP:port

number.

12. The non-transitory computer readable storage medium
of claim 11, wherein the third media stream starts before the
first media stream stops.

13. The non-transitory computer readable storage medium
of claim 11, wherein the fourth media stream starts before the
second media stream stops.

14. The non-transitory computer readable storage medium
of claim 11, wherein the fourth media stream starts before the
second media stream stops.

15. The non-transitory computer readable storage medium
of claim 11, wherein the functions further comprise:

in response to making the determination, transmitting a

call-control signal to indicate the handover.

16. The non-transitory computer readable storage medium
of'claim 15, wherein the call-control signal comprises at least
one packet inserted within the first media stream or the third
media stream.

17. A device comprising:

at least one processor; and

data storage comprising instructions that, when executed

by the at least one processor, cause the device to perform

functions comprising:

transmitting a first media stream associated with a media
session, wherein transmitting the first media stream
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comprises (i) using a first Internet Protocol address
and port (IP:port) number as a source IP address and
source port of the first media stream, and (ii) using a
second IP:port number as a destination IP address and
destination port of the first media stream;

receiving a second media stream from the second IP:port
number;

acquiring a third IP:port number;

determining a network quality associated with the first
IP:port number and a network quality associated with
the third IP:port number;

making a determination, based at least in part on at least
one of the network quality associated with the first
IP:port number and the network quality associated
with the third IP:port number, to handover the media
session from the first IP:port number to the third
IP:port number;

in response to making the determination, transmitting a
third media stream, wherein transmitting the third
media stream comprises (i) using the third IP:port
number as a source [P address and source port of the
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third media stream, and (ii) using the second IP:port
number as a destination IP address and destination
port of the third media stream; and

receiving a fourth media stream from the second IP:port
number.

18. The device of claim 17, wherein determining the net-
work quality is based on at least one of round-trip delay,
packet loss, bit error, and jitter for a respective media stream
associated with a respective [P:port number.

19. The device of claim 17, wherein the functions further
comprise

establishing a media control channel; and

transmitting and receiving media control channel packets,

via the established media control channel, at the third
IP:port number.

20. The device of claim 17, wherein the third media stream
includes at least a portion of the first media stream, and
wherein the fourth media stream includes at least a portion of
the second media stream.
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